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1. Introduction

In any physical theory one of the fundamental notions is that of energy of the objects at hand: in mechanics one considers the energy of, say, moving masses; in field theories one is interested in the energy of field configurations. A unified treatment of this question, which applies both to mechanics and to field theory, proceeds through a Hamiltonian formalism. We will shortly review below how such a procedure is carried out in the theory of scalar fields on Minkowski space-time; let us, at this stage, mention that an important issue, often ignored in the textbooks, is that of the boundary conditions satisfied by the set of fields under consideration. While this issue can be safely ignored — for many purposes — when considering the usual field theories, such as scalar fields or electromagnetism, on the \( \{ t = \text{const} \} \) hypersurfaces, where \( t \) is a Minkowski-time, it sometimes plays a critical role when other classes of hypersurfaces are considered. In the case of gravity the situation is worse: even for \( \{ t = \text{const} \} \) asymptotically Minkowskian slices the boundary terms are crucial. (This is one of the main differences between the Arnowitt-Deser-Misner (ADM) mass for gravity (cf. Section 5.4 below), which is given by a boundary integral, and the usual energy expression for field theories in Minkowski space-time, where the Hamiltonian is usually a volume integral.)

Now, in field theory the energy plays its most important role in the radiation regime, where it can be radiated away by the field. This leads one to the need of considering hypersurfaces which extend to the radiation zone; this requirement is made precise by considering hypersurface which asymptote to null hypersurfaces in an appropriate way. (Technically, this will correspond to hypersurfaces with specific boundary behaviour in a conformal compactification of Minkowski space-time. In such compactifications the radiation zone becomes a neighbourhood of a conformal boundary \( \mathcal{I} \).) The aim of this work is to analyse the issues which arise when attempting to obtain a Hamiltonian description of radiating fields, with emphasis on the geometric character of the objects involved. More precisely, we develop a geometric Hamiltonian formalism adequate for a canonical description of field theories in the radiation regime, extending previous work of Kijowski and Tulczyjew [94]. While our main objective here is the radiation zone, we note that several aspects of our construction are new even in more standard contexts. The formalism is first applied in detail to the toy model of a massless scalar field in Minkowski
space-time at null infinity. This has some interest of its own; more importantly, it allows us also to address the difficulties which arise in a simpler setting. Our real interest is the gravitational field, and we apply, next, our formalism to general relativity at null infinity. In particular we derive Hamiltonian formulae for energy, momentum, angular-momentum, as well as for the Hamiltonians for boosts and “supertranslations”. Now, the — generally accepted — notion of energy in general relativity appropriate in the radiation regime is the one which has been introduced by Trautman [119], and further studied by Bondi [25]; we will refer to this mass as the Trautman–Bondi mass; the original motivation for this work was to show how this quantity arises in a Hamiltonian framework. One of the main results of the work here is a natural Hamiltonian definition of global Lorentz charges — that is, angular momentum and boost integrals — for cuts of \( \mathcal{I} \), which is free from the “supertranslation ambiguities”.

We shall now expand the quick overview, just given, of our work here. Let us start with a brief review of the Hamiltonian description of the dynamics of the massless scalar wave equation on Minkowski space-time,

\[
\square \phi = 0 .
\]  

(1.1)

Consider the collection of solutions of (1.1) with initial data which are, say, smooth and compactly supported on the hypersurface \( \mathcal{S}_0 = \{x^0 = 0\} \subset \mathbb{R}^{1,3} \), where \( \mathbb{R}^{1,3} \) stands for the four dimensional Minkowski space-time. As is well known (and discussed in more detail below), this theory can be described as a dynamical system by considering the restrictions \( (\phi_t, \pi_t) \) of \( (\phi, \partial \phi / \partial t) \) to the hypersurfaces \( \mathcal{S}_t = \{x^0 = t\} \). In this approach the family \( (\phi_t, \pi_t) \), \( t \in \mathbb{R} \), can be thought of as a smooth curve in the set \( C_0^\infty (\mathbb{R}^3) \oplus C_0^\infty (\mathbb{R}^3) \) of smooth compactly supported functions on \( \mathbb{R}^3 \). The associated dynamical system is Hamiltonian, and in the standard formulation all the Hamiltonians generating the equations of motion are of the form

\[
\mathcal{H} = \frac{1}{2} \int_{\mathbb{R}^3} (\pi^2 + |\nabla \phi|^2) d^3 x + C .
\]  

(1.2)

This follows from the facts that: 1) \( \mathcal{H} \) given by (1.2) is differentiable and satisfies the appropriate generating equations (cf. Chapter 2.1 below); 2) the difference of any two Hamiltonians has vanishing differential, and therefore must be a constant because the space of field configurations is path connected.

The constant in (1.2) can be gotten rid of by requiring that the energy vanishes for the trivial configuration \( \phi = \pi = 0 \). This requirement leads then to a uniquely defined quantity, usually identified with the total energy contained in a field configuration.

The condition of smooth compactly supported initial data is made only for simplicity, and can be considerably relaxed. In particular, later on in this work, we shall consider field configurations which do not satisfy this hypothesis.
When one attempts to replace the hypersurfaces $\mathcal{H}_t$ above with hypersurfaces which extend to null infinity, various difficulties arise. In this context some Hamiltonian formulations of the dynamics have been presented [9, 12, 13, 74, 83], and in all those formulations the Hamiltonian turns out to be the energy calculated “at spatial infinity”. More precisely, in the above mentioned descriptions of a scalar field in Minkowski space-time the Hamiltonian is, essentially\(^2\), the energy calculated on hypersurfaces $\{x^0 = \text{const}\}$ as in Equation (1.2), where $x^0$ refers to the Minkowskian time coordinate. (Similarly, in the analysis of the gravitational field in [9, 12, 13, 74, 83] the Hamiltonian is, essentially, the ADM mass.) Now we are interested in a definition of the energy in the radiating regime, where one expects that the correct energy should not be given by the integrals of the energy-momentum tensor on the level sets of the Minkowskian time, but on hypersurfaces extending into the radiation zone; this would be the scalar field equivalent of the Trautman–Bondi mass in general relativity [25, 119], and we will use those names when referring to that mass. It has been argued [124] that no such formulation is possible, because in a Hamiltonian system the energy is conserved, while the Trautman–Bondi mass is not. We shall show that the argument of [124] does not apply when things are suitably formulated, and that there exists a Hamiltonian description of the dynamics of the scalar field in the radiating regime in which the Hamiltonian is the Trautman–Bondi mass; see Sections 2.4 and 2.5 for a simple exposition of these ideas.

Recall, next, that in a manner rather analogous to the scalar field on Minkowski space-time, the Einstein equations induce a dynamical system on the phase space of those gravitational initial data which are asymptotically flat in spacelike directions; this is discussed in more detail in Section 5.4 below. In this case all the Hamiltonians corresponding to space-time motions which reduce to unit time translations to the future in the asymptotically flat regions, are of the form

$$\mathcal{H} = M_{\text{ADM}} + C,$$

$$M_{\text{ADM}} = \frac{1}{16\pi} \int_{S_\infty} (g_{ij,j} - g_{jj,i}) dS_i$$ (1.3)

(the integral over the union “$S_\infty$” of all the “spheres at infinity” is understood as a limit as $R$ tends to infinity of integrals over the union of spheres of radius $R$ in all the asymptotically flat regions), with the constant $C$ usually set to zero.\(^3\) Here $g_{ij}$ denotes the metric on the “$t = 0$ hypersurface”, with indices $i, j$ in (1.3) running from 1 to 3, and being summed over.

---

2 The qualification "essentially" here is due to the fact that the equality of the Hamiltonian with the energy of Minkowskian-time slices $\{x^0 = \text{const}\}$ is correct for smooth compactly supported initial data, and is expected to be true for the more general data considered in those works. However, no such rigorous results are known even in the case of the scalar field on Minkowski space-time. A similar comment applies to the gravitational field.
In complete analogy to the scalar field case the situation in the radiation regime is much less satisfactory. Here one expects the Trautman–Bondi energy \[25, 108, 118, 119\] to be the physically relevant measure of the total energy contained in a hypersurface \(\mathcal{I}\) that intersects \(\mathcal{I}^+\) in an appropriate way. To our knowledge no satisfactory theoretical justification of such a statement has been given so far, though some partial results can be found in \[24, 43, 124\]. The strongest hint in this direction seems to be given by the uniqueness theorem of \[43\], which asserts that the Trautman–Bondi energy is the unique functional, up to a multiplicative constant, in an appropriate class of functionals, which is monotonic in time under time translations of \(\mathcal{I}\). While monotonicity is certainly a reasonable condition, it is not clear to us that the requirement of monotonicity is a sufficient criterion for excluding all other possibilities. We emphasize that this problem has nothing to do with the gravitational field, as it occurs already for a massless scalar field in Minkowski space-time.

The purpose of this monograph is to show that there exists a Hamiltonian description of dynamics of a massless scalar field, as well as of the dynamics of the gravitational field, in the radiation regime. We construct such a framework, and exhibit two different ways in which the Trautman–Bondi energy arises. The first such occurrence is by taking an appropriate limit of the Hamiltonians on the phase space \(\mathcal{P}_{[-1,0]}\) of Sections 4.5 or 5.9 below. This gives a unique result, up to one normalization constant, on each connected component of the phase space. Next, we show that the Trautman–Bondi energy is one of the Hamiltonians on yet another phase space (the phase space \(\mathcal{P}_{[-1,0]}\) of Sections 4.4 or 5.8). For reasons which we discuss in detail below the freedom of adding a constant to any Hamiltonian leads to essential ambiguities, related to the nature of \(\mathcal{P}_{[-1,0]}\), which we describe in an exhaustive way. While those ambiguities are somewhat reminiscent of the ones that arise in the “Noether charge” approach (cf., e.g., \[30, 43\]), the arbitrariness left turns out to be considerably smaller. We are unaware of any natural prescription which would remove that arbitrariness. We give arguments, parallel to those in \[43\], which indicate that the requirement of monotonicity with respect to time translations to the future singles out a unique Hamiltonian — the Trautman–Bondi energy. The analysis here is similar to, but not identical with the one in \[43\], because we work in the class of smoothly conformally compactifiable space-times which have complete spacelike hypersurfaces. We note that the class of functionals, which are Hamiltonians, is considerably smaller than the class of the functionals considered in \[43\], but the problem here is more constrained in view of the global conditions imposed.

\(^3\) While the choice \(C = 0\) is rather reasonable, it is not clear whether this is the best one in all situations: the topology of the initial surface can be varied at will, so that the space of initial data is certainly not connected in any reasonable topology, and one is free to choose different values of \(C\) on different connected components of the phase space. This freedom could have some physical significance, e.g. when a path integral is performed.
It should be pointed out that some of our constructions are somewhat related to those of [9]. Those authors consider fields which, when extended to $\mathcal{I}^+$, are defined on the semi-global sets $\mathcal{I}^{+, (−∞, τ)}$, cf. Equation (4.20) below. As already pointed out, in the approach of [9] the dynamics is (up to severe mathematical difficulties) Hamiltonian, with the Hamiltonian equal to (again ignoring some mathematical problems) the ADM mass, and not the Trautman–Bondi mass. Moreover, our approach allows us to avoid altogether those difficulties [9], which are related to global existence questions for the general relativistic Cauchy problem, as well as to convergence of various integrals on $\mathcal{I}^{+, (−∞, τ)}$.

This work is organized as follows: In Chapter 2 we start by recalling some elementary facts concerning Hamiltonian dynamical systems, and we give some toy examples illustrating some of the ideas developed in the remainder of this work. In Chapter 3 we describe our geometric Hamiltonian framework, adequate both to the usual asymptotically-flat-at-spatial-infinity regime and to the radiation regime, which generalizes the framework of [94]. We note that our framework clarifies some questions which arise already in standard contexts, in particular the question of interpretation of general relativistic initial data sets with vanishing lapse function. As far as the radiation zone is concerned, it turns out that the case of the massless scalar field on Minkowski space-time already exhibits several essential features of the problems that arise there, while avoiding various technicalities which occur when one wishes to describe the Einstein gravity. Therefore we continue, in Chapter 4, with a detailed description of the application of our formalism to the case of the massless scalar field. The formalism of Chapter 3 is applied to the case of Einstein gravity in Chapters 5 and 6. The inspection of the table of contents should give the reader a faithful impression of the contents of the various sections.
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2. Preliminaries

2.1 Hamiltonian dynamics

There exist different approaches to the definition of a Hamiltonian system (cf., e.g., [2, 32, 94, 97]). An exhaustive treatment in the infinite dimensional case would involve delicate considerations concerning the manifold structure of the spaces at hand; in particular, one would have to introduce the notion of tangent vectors, differential forms, as well as an appropriate notion of non-degeneracy and closedness of the symplectic form. We do not wish to enter into such questions, and the purpose of this chapter is to present a simple minded approach which avoids all those issues. We shall show in the following chapters that the dynamics of the massless scalar field in the radiation regime, as well as that of the gravitational field in the radiation regime, satisfies the requirements of the definitions given in this chapter.

We begin with the definition of an autonomous Hamiltonian system, where both the dynamics and the associated Hamiltonian function $H$ are time-independent. Consider a vector space $P$ in which the notion of a differentiable curve can be defined. (In this work, unless indicated otherwise, when $P$ is a space of differentiable functions on a set $O$, then we will say that a curve $f_\lambda \in P$, $\lambda \in \mathbb{R}$, is differentiable if the family of functions $f_\lambda$ is jointly differentiable in $\lambda \in \mathbb{R}$ and $x \in O$.) Recall that a family of maps $T_\lambda: P \rightarrow P$, $\lambda \in \mathbb{R}$, is called a differentiable dynamical system on $P$ if

1. $T_0 = \text{id}$, the identity map on $P$, if
2. $T_a \circ T_b = T_{a+b}$, and if
3. for every $p \in P$ the orbit of $T_\lambda$ defined as the map $\lambda \rightarrow T_\lambda(p) \in P$ is a differentiable curve on $P$.

We set

$$X(p) = \frac{dT_\lambda(p)}{d\lambda} \big|_{\lambda=0}. \quad (2.1)$$

We will call $X$ a vector field generating the dynamics; by this we only mean that Equation (2.1) holds. In particular, no hypotheses are made about the possibility of recovering $T_\lambda$ from $X$ — here the fundamental object is $T_\lambda$.

Let $\Omega$ be a bilinear antisymmetric map on $P$ with values in $\mathbb{R}$; the $\Omega$’s we will consider will satisfy some non-degeneracy conditions but we do not need to make those precise here. We shall say that the dynamical system is
Hamiltonian if there exists a function $H$ on $\mathcal{P}$ such that for all differentiable curves $p_\sigma$ on $\mathcal{P}$ we have
\[
\frac{dH(p_\sigma)}{d\sigma}|_{\sigma=0} = -\Omega \left( X, \frac{dp_\sigma}{d\sigma} \right) |_{\sigma=0}.
\]
(2.2)

(We note that this definition implicitly requires $H(p_\sigma)$ to be differentiable at $\sigma = 0$ whenever $p_\sigma$ is.) The function $H$ will be called a Hamiltonian for the dynamical system $(\mathcal{P}, T_\lambda)$.

As an illustration, let $\mathcal{P} = C^\infty_0(\mathbb{R}^3) \oplus C^\infty_0(\mathbb{R}^3)$ be the space of pairs of smooth compactly supported functions on $\mathbb{R}^3$. Let $f$ be a solution of the massless scalar field equation on Minkowski space-time,
\[\Box f = 0,\]
satisfying
\[f(t = 0) = \varphi, \quad \frac{\partial f}{\partial t}(t = 0) = \pi, \quad (\varphi, \pi) \in \mathcal{P},\]
and set
\[\mathcal{P} \ni (\varphi, \pi) \rightarrow T_\lambda(\varphi, \pi) = \left( f(t = \lambda), \frac{\partial f}{\partial t}(t = \lambda) \right) \in \mathcal{P}.\]

Here $t$ is a Minkowskian time coordinate in Minkowski space-time. If we equip $\mathcal{P}$ with the standard (“symplectic”) form,
\[\Omega((\varphi_1, \pi_1), (\varphi_2, \pi_2)) = \int_{\mathbb{R}^3} (\varphi_1 \pi_2 - \varphi_2 \pi_1) d^3 x,\]
then the dynamical system $(P, T_\lambda)$ is Hamiltonian in the above sense, with
\[H(\varphi, \pi) = \frac{1}{2} \int_{\mathbb{R}^3} (|D\varphi|^2 + \pi^2) d^3 x.\]
(2.3)

Here $|D\varphi|$ denotes the length of the space-gradient of $\varphi$.

It turns out that even for the massless scalar field we need to generalize the set-up above, allowing non-autonomous (time-dependent) Hamiltonian systems. More precisely,

1. it will be necessary to consider a dynamical system generated (in the sense of Equation (2.5) below) by a time-dependent “vector field” $X_t$,
2. with the corresponding time-dependent flow $T_{t,s}$ only locally defined.

More precisely, we will consider a family $T_{t,s}$ of maps
\[\mathbb{R} \times \mathbb{R} \times \mathcal{P} \ni (t, s, p) \rightarrow T_{t,s}(p) \in \mathcal{P},\]
(2.4)
defined on an open connected subset $\mathscr{U}$ of $\mathbb{R} \times \mathbb{R} \times \mathcal{P}$. Those maps describe where a trajectory of the dynamical systems passing through a point $p$ at time $s$ will arrive at time $t$. We shall further require:
1. For all \( p \in \mathcal{P} \) the maps \( T_{t,s} \) are defined on an open set of \( t \)'s and \( s \)'s, containing zero: \( \mathcal{U} \supset \{0\} \times \{0\} \times \mathcal{P} \).

2. The composition formula

\[
T_{t_3,t_2} \circ T_{t_2,t_1} = T_{t_3,t_1}
\]

holds whenever all the objects in the above equation are simultaneously defined.

3. For all \((t, p) \in \mathbb{R} \times \mathcal{P}\) the curves \( s \to T_{t+s,t}(p) \) are differentiable at \( s = 0 \).

We set

\[
X_t(p) = \left. \frac{dT_{t+s,t}}{ds} \right|_{s=0}.
\]

We mention that in one of the cases considered below for the massless scalar field (the phase space \( \hat{\mathcal{P}} \) of Section 4.5) the set \( \mathcal{U} \) will be of the form

\[
\mathcal{U} = \{ t \in (-1, \infty), s \in (-1, \infty), p \in \mathcal{P} \}.
\]

In the scalar field case the restrictions on \( t \) and \( s \) that follow from (2.6) arise because we will mainly be interested in those solutions of the massless scalar field equation which are defined to the future of a given hyperboloid in Minkowski space-time. In the gravitational field case there is a further fundamental reason for allowing a \( \mathcal{U} \) not necessarily equal to \( \mathbb{R} \times \mathbb{R} \times \mathcal{P} \), related to the blow up in finite time of solutions of the Einstein equations.

The equivalent of (2.2) reads

\[
\left. \frac{dH(t,p_\sigma)}{d\sigma} \right|_{\sigma=0} = -\Omega \left( X_t, \left. \frac{dp_\sigma}{d\sigma} \right|_{\sigma=0} \right),
\]

for all curves \( p_\sigma \) differentiable at \( \sigma = 0 \), and for those \( t \) for which \((t,0,p = p_0) \in \mathcal{U} \) (so that \( X_t \) is defined). Equation (2.7) is the desired generalization of the notion of a Hamiltonian dynamical system to the time-dependent case, with the Hamiltonian \( H \) being defined on an appropriate subset of \( \mathbb{R} \times \mathcal{P} \).

Recall that there is another standard way of dealing with time-dependent Hamiltonians [97, Chapter V, p. 328], which consists in enlarging the phase space by adding to it \( t \) and its conjugate variable \( p^0 \). While this can be done in our case, we have found the approach above to be simpler.

The global time-independent formulation is a special case of the local time-dependent one if one sets \( T_{t,s} \equiv T_{t-s} \), \( \mathcal{U} \equiv \mathbb{R} \times \mathbb{R} \times \mathcal{P} \).

Let us close this section with the simple observation, that functionals satisfying Equation (2.7) are unique up to a constant when the phase space \( \mathcal{P} \) is connected, and locally path connected via differentiable paths. Indeed, if \( H_1 \) and \( H_2 \) satisfy Equation (2.7) then \( H_1 - H_2 \) has vanishing derivative along any one-differentiable one-parameter family of fields, so that \( H_1 - H_2 \) is locally constant by local path connectedness, hence constant by connectedness of \( \mathcal{P} \).
2. Preliminaries

2.2 The role of boundary conditions in Hamiltonian field theory

In this section we want to give a short and informal overview of the ideas, which we later use to describe radiation phenomena in the Hamiltonian field theory. Let us analyse more in detail the definition of the Hamiltonian flow, given by formula (2.7), in the case of the scalar wave equation. We introduce the following notation: whenever we have a differentiable family of functions \( f(x; \sigma) \), where the variables \( x \) describe the position of a point in the physical space, or in space-time, and \( \sigma \) is an abstract parameter, then the derivative of this family with respect to the parameter, calculated at \( \sigma = 0 \) will be denoted by \( \delta \):

\[
\delta f(x) := \frac{\partial f(x; \sigma)}{\partial \sigma} \bigg|_{\sigma=0}.
\]  

This notation is standard in the calculus of variation. In functional spaces considered in this monograph (as, e.g., in the space \( \mathcal{P} = \{ (\phi, \pi) \} \) of Cauchy data for the wave equation, considered in the previous section), differentiable curves are simply differentiable one-parameter families of functions. Whenever we meet a “variation of a function”, we understand that a one-parameter family \( f(x; \sigma) \) of functions over physical space (or space-time) has been chosen and the derivative (2.8) has been calculated. In this notation, the left hand sides of (2.2) or (2.7) become simply \( \delta H \).

Another derivative, which we shall often use in our work, is the Lie derivative \( \mathcal{L}_X \) or (in the case of field theories which are more general than the scalar field theory) the covariant derivative \( D_X \), along a space-time vector field \( X \) defining the evolution which we want to describe. It is sometimes convenient to use coordinates adapted to this vector field so that we have \( X = \partial_0 \), and the corresponding Lie derivative reduces to the time derivative. Whenever it does not lead to any misunderstanding, we shall denote it by a “dot”. As will be seen in the next Chapter, the use of adapted coordinates may be avoided and the entire Hamiltonian field theory formulated in geometric terms, both for flows of vector fields and for motions of hypersurfaces.

In adapted coordinates used in the previous section, the components of the vector (2.5), defined on the space of Cauchy data \( \mathcal{P} = \{ (\phi, \pi) \} \) for the scalar field theory are simply denoted by \( (\mathcal{L}_X \phi, \mathcal{L}_X \pi) = (\dot{\phi}, \dot{\pi}) \), where a dot denotes now the usual derivative with respect to the Minkowskian time coordinate, in a Minkowskian coordinate system. The field equation

\[
\Box f = \Delta f - \ddot{f} = 0,
\]

expressed in terms of Cauchy data \((\phi, \pi)\), gives the following system of equations:

\[
\dot{\phi} = \pi, \quad \dot{\pi} = \Delta \phi.
\]
2.2 The role of boundary conditions in Hamiltonian field theory

Using the definition of the form $\Omega$ in space $\mathcal{P}$, given in the previous section, we may rewrite the Equation (2.7) for the scalar field in the following way:

$$-\delta H = \int_{\mathbb{R}^3} (\hat{\pi}\delta \varphi - \dot{\varphi}\delta \pi) d^3x$$

$$= \int_{\mathbb{R}^3} ((\mathcal{L}_X\pi)\delta \varphi - (\mathcal{L}_X\varphi)\delta \pi) d^3x . \quad (2.11)$$

Let us analyse in more detail the mechanism which leads to this equation. For this purpose we calculate explicitly the variation of the Hamiltonian (2.3). Because derivatives with respect to the parameter $\sigma$ commute with derivatives with respect to space variables, we have:

$$-\delta H(\varphi, \pi) = -\delta \left\{ \frac{1}{2} \int_{\mathbb{R}^3} (|D\varphi|^2 + \pi^2) d^3x \right\}$$

$$= -\int_{\mathbb{R}^3} (D\varphi \cdot D\delta \varphi + \pi \delta \pi) d^3x$$

$$= \int_{\mathbb{R}^3} (\Delta \varphi \delta \varphi - \pi \delta \pi) d^3x - \int_{\mathbb{R}^3} D(D\varphi \delta \varphi) d^3x . \quad (2.12)$$

Hence, equation (2.12) is equivalent to (2.11) if and only if the last integral vanishes. Due to the Stokes theorem, it may be converted into a “surface integral at infinity” of the vector field $-(D\varphi)\delta \varphi$. It vanishes if sufficiently fast fall-off conditions are imposed on the field $f$; for definiteness, as in the previous section we assume that $f$ is compactly supported on each hypersurface of constant Minkowskian time, but much weaker asymptotic conditions are of course sufficient.

Now, consider the evolution of the same scalar field $f$ but in a finite volume $V \subset \mathbb{R}^3$, with non-empty boundary. Let $H_V$ be the total amount of the usual field energy contained in $V$:

$$H_V(\varphi, \pi) = \frac{1}{2} \int_V (|D\varphi|^2 + \pi^2) d^3x . \quad (2.13)$$

Similar calculations as above lead to the following result:

$$-\delta H_V(\varphi, \pi) = \int_V (\Delta \varphi \delta \varphi - \pi \delta \pi) d^3x + \int_{\partial V} (\pi^a \delta \varphi) d\sigma_a , \quad (2.14)$$

where we have introduced the notation

$$\pi^a := -D^a \varphi , \quad (2.15)$$

and used the Stokes theorem to convert the last integral into a surface integral. To recover the definition of a Hamiltonian (2.7) — or, equivalently, Equation (2.11) — we must annihilate the surface integral by imposing some boundary conditions on the elements of our phase space $\mathcal{P} = \{(\varphi, \pi)\}$. It
should be stressed that the need for imposing boundary conditions does not arise only because we wish to have a formula such as (2.7); without boundary conditions the time evolution does not define a dynamical system, since then the initial value problem is not well posed: the scalar field $f$ in the future may be changed due to incoming or outgoing radiation, even if the Cauchy data at $t = 0$ remain the same. Boundary conditions are necessary to obtain a deterministic system. Physically, they can be thought of as our control of the radiation passing through the boundary $\partial V$ of the region $V$, in which we perform experiments.

In the example just given the boundary of the space-time region $\mathbb{R} \times V$ is a timelike hypersurface. In such situations a simple way to annihilate the surface integral in (2.14) is to choose some function $\psi : \mathbb{R} \times \partial V \to \mathbb{R}$ and to impose on the scalar field $f$ the Dirichlet boundary condition

$$f|_{\mathbb{R} \times \partial V} = \psi,$$  \hfill (2.16)

for all functions used in the sequel\(^1\). This implies

$$\varphi|_{\partial V} \equiv f|_{(0) \times \partial V} = \psi|_{(0) \times \partial V} \implies \delta \varphi|_{\partial V} = 0,$$  \hfill (2.17)

within the class of functions satisfying condition (2.16). If $\psi$ is time-independent, we obtain in this way a well defined, autonomous Hamiltonian system. For a time-dependent boundary condition one could think, at a first glance, that the very notion of a phase-space $P_t = \{ (\varphi, \pi) : \varphi|_{\partial V} = \psi(t, \cdot) \}$ does depend upon time and, therefore, no Hamiltonian description is possible. The remedy to this difficulty is, however, straightforward: choose any time-dependent function $\phi = \phi(t, x)$, which satisfies the boundary condition (2.16), and parameterize the data $(\varphi, \pi)$ by the following functions:

$$\tilde{\varphi} := \varphi - \phi, \quad \tilde{\pi} := \pi - \dot{\phi}.$$  \hfill (2.18)

The new variables fulfill a homogeneous, time independent, boundary condition

$$\tilde{\varphi}|_{\partial V} = 0,$$  \hfill (2.19)

and Equations (2.18) provide an identification of all the phase spaces $P_t$ with the time-independent phase space $\mathcal{P} = \{ (\tilde{\varphi}, \tilde{\pi}) : \tilde{\varphi}|_{\partial V} = 0 \}$. The Hamiltonian description of the field theory is, therefore, applicable (i.e., formula (2.11) remains valid) also in case of time-dependent boundary data. The only price we pay for this is an explicit time-dependence of the Hamiltonian, arising from the (given a priori) “reference function” $\phi$ and its derivatives, when

\(^1\) In the case of null boundaries, or for the description of radiation, this method does not apply; a simple example illustrating this will be given in Section 2.4 below. The point of the examples in this section is not to show in a simple case how we handle the radiation problem, but to give an indication of the kind of problems that arise when domains with boundary are considered.
we substitute $\varphi := \tilde{\varphi} + \phi$ and $\pi := \tilde{\pi} + \dot{\phi}$ in formula (2.13). Physically, the non-autonomous properties of the field dynamics within $V$ is due to time-dependent external forces, applied on the boundary $\partial V$, in order to control the boundary data of the field in a prescribed way.

Imposing Dirichlet boundary conditions is by no means a unique way to annihilate the surface integral in (2.14), obtaining thus a Hamiltonian dynamical system. A frequently used alternative consists in imposing Neumann conditions, i.e., prescribing the value of $\pi^a d\sigma_a$ on the boundary. For this purpose we write

$$\pi^a \delta \varphi = \delta (\pi^a \delta \varphi) - \varphi \delta \pi^a,$$

and transfer the first term to the left-hand side of (2.14). (The manipulations involved are somewhat reminiscent of those which arise when Legendre transformations are carried on.) This leads us to the formula

$$-\delta \tilde{H}_V(\varphi, \pi) = \int_V (\Delta \varphi \delta \varphi - \pi \delta \pi) \, d^3x - \int_{\partial V} (\varphi \delta \pi^a) \, d\sigma_a,$$

(2.20)

where the new Hamiltonian, describing the mixed Cauchy–Neumann evolution equals:

$$\tilde{H}_V(\varphi, \pi) := H_V(\varphi, \pi) + \int_{\partial V} (\pi^a \varphi) \, d\sigma_a = H_V(\varphi, \pi) + \int_V D_a(\pi^a \varphi) \, d^3x.$$

(2.21)

Equation (2.20) leads to the formula (2.11) for the Hamiltonian evolution of the Cauchy data, because the Neumann boundary condition on $\pi^a d\sigma_a$ implies:

$$\delta (\pi^a d\sigma_a) |_{\partial V} \equiv 0,$$

within the class of functions allowed by the condition and, therefore, the surface integral vanishes.

These issues will be discussed in following chapters under more general circumstances, and the mathematical structures associated with the above formulæ will be described. One of the points of the examples given was to stress that in some situations there might be many ways to translate the field evolution into the language of Hamiltonian dynamics. Different physical situations lead to different boundary conditions. For the gravitational field, governed by Einstein equations, possible choices of boundary conditions on bounded domains with boundary have been discussed in [92], [91] and [93] from a symplectic point of view. It is expected that those considerations might shed some light on the associated analytic problem; see [65] for some rigorous analytic results that do not involve symplectic considerations.

### 2.3 Tangential translations as a Hamiltonian system

In the usual treatment of relativistic field theories on Minkowski space-time the field energy provides the Hamiltonian for the time evolution; here the
dynamics is associated with the space-time vector field $X = \partial_t$, which is transversal to the Cauchy surfaces. Under some circumstances one might be interested in evolution of the fields under motions associated with vector fields tangent to the Cauchy surface; we will encounter such situations throughout this monograph. Again in textbook treatments, the “generator of tangential space translations” is the momentum of the field configuration. Let us analyse more carefully such a “dynamics” for motions of the massless scalar field under the group $T_{\lambda}$ of space translations, generated by the field $X = \partial_a$:

$$\mathcal{P} \ni (\varphi, \pi) \rightarrow T_{\lambda} (\varphi, \pi) := (T_{\lambda}(\varphi), T_{\lambda}(\pi)) \in \mathcal{P},$$

(2.22)

where

$$T_{\lambda}(\varphi)(x) := \varphi(x + \lambda e_a),$$

(2.23)

$$T_{\lambda}(\pi)(x) := \pi(x + \lambda e_a),$$

(2.24)

and $e_a$ denotes the versor of $a$-th axis in $\mathbb{R}^3$. The vector field (2.5), corresponding to this evolution, equals:

$$\mathcal{L}_X \varphi, \mathcal{L}_X \pi = (\partial_a \varphi, \partial_a \pi).$$

Let us check that the $a$-th component of the field momentum,

$$P_a(\varphi, \pi) = \int_{\mathbb{R}^3} (\pi \partial_a \varphi) d^3x,$$

(2.25)

provides indeed a Hamiltonian for the dynamics, by calculating its variation:

$$-\delta P_a(\varphi, \pi) = -\int_{\mathbb{R}^3} (\pi \partial_a \delta \varphi + (\partial_a \varphi) \delta \pi) d^3x$$

(2.26)

$$= \int_{\mathbb{R}^3} ((\partial_a \pi) \delta \varphi - (\partial_a \varphi) \delta \pi) d^3x - \int_{\mathbb{R}^3} \partial_a (\pi \delta \varphi) d^3x$$

(2.27)

$$= \int_{\mathbb{R}^3} ((\mathcal{L}_X \pi) \delta \varphi - (\mathcal{L}_X \varphi) \delta \pi) d^3x.$$ 

(2.28)

The last equation is satisfied, because the integral of a total divergence vanishes when sufficiently fast asymptotic fall-off conditions are imposed on $\varphi$; recall that we are assuming that $\varphi$ is compactly supported. In the case of a bounded domain $V$, the resulting boundary integral

$$I_{\partial V} = \int_{\partial V} (\pi \delta \varphi) d\sigma_a,$$

provides in general an obstruction to the Hamiltonian character of the associated dynamics.

Replacing $\partial_a$ by an an arbitrary complete vector field $X = X^a \partial_a$, tangent to the Cauchy space $\mathbb{R}^3$, and the group of rigid space translations by the one-parameter group of diffeomorphisms $\mathcal{G}_X$ generated by $X$, we may generalize
the above example. A “time evolution” associated with $\mathcal{G}^X$ can be defined by Lie transporting both $\varphi$ and $\pi$ along the flow of the field $X$; we stress that the “time” involved has nothing to do with the physical time, and is simply a parameter along the integral curve of $X$. With this definition the vector tangent to the evolution curve is given by the Lie derivative of both objects with respect to $X$:

$$\left(\mathcal{L}_X\varphi, \mathcal{L}_X\pi\right) = \left(X^a \partial_a \varphi, \partial_a(X^a \pi)\right).$$

(The last expression for the Lie derivative of $\pi$ is due to the fact that the momentum is not a scalar function but a scalar density. This is discussed in more detail in the next chapter.)

Let $P_X^V$ be given by the formula

$$P_X^V(\varphi, \pi) := \int_V (\pi X^a \partial_a \varphi) \, d^3 x;$$

calculating its variation we obtain:

$$-\delta P_X^V(\varphi, \pi) = \int_V (\mathcal{L}_X \pi \delta \varphi - (\mathcal{L}_X \varphi) \delta \pi) d^3 x + \int_{\partial V} (\pi^a \delta \varphi) d\sigma_a ,$$

where we have set

$$\pi^a := -X^a \pi .$$

The dynamics associated with the dragging of the scalar field along a vector field $X$ is, again, Hamiltonian if the surface integral vanishes. This occurs without the need of imposing any boundary conditions on the initial data when $X$ is tangent to the boundary $\partial V$: in such a case the surface integral vanishes identically and $P_X^V$ becomes a Hamiltonian. This holds e.g., for the one-parameter group of rotations, whenever they leave $V$ invariant. In that case, $P_X^V$ is usually identified with the total amount of angular momentum carried by the field within $V$.

2.4 The Hamiltonian description of a mixed Cauchy – characteristic initial value problem

The main purpose of this monograph is to give a description of radiation phenomena in terms of Hamiltonian dynamics. Those phenomena are best captured by adding to space-time a conformal boundary, called $\text{Scri}$, and denoted by the symbol $\mathscr{I} = \mathscr{I}^+ \cup \mathscr{I}^-$; outgoing radiation can then be studied in a neighbourhood of $\mathscr{I}^+$, while ingoing radiation is related to the behaviour of the fields in a neighbourhood of $\mathscr{I}^-$. $\mathscr{I}^+$ is a null-like, three-dimensional manifold, with structure similar to that of a light cone. To illustrate methods which will be used to describe field dynamics on $\mathscr{I}^+$, let us consider a toy example, in which the “asymptotic light cone $\mathscr{I}^+$” is replaced by a standard,
finite light cone. Now, a Hamiltonian description of the field dynamics within
the future-oriented light cone
\[ \mathcal{C}^+ = \{(t, x) : \|x\| < t\} \]
must take into account the incoming radiation, which enters \( \mathcal{C}^+ \) through
its boundary. In this monograph we have concentrated on a description of
the outgoing radiation. Hence, we use the past oriented cone \( \mathcal{C}^- = \{(t, x) : \|x\| < -t\} \), to make our toy model better adapted to this purpose. Both
cases are, however, symmetric: replacing \( t \) with \( -t \) one obtains a toy model
for outgoing radiation from the incoming radiation one, and vice versa.

To eliminate technicalities and make the model as simple as possible, let
us restrict ourselves to the two-dimensional Minkowski space. This means
that space is one dimensional: \( x \in \mathbb{R}^1 \). We consider again a massless scalar
field, solving the wave equation. We want to describe its Cauchy data on the
surfaces \( \{t = \text{const}\} \) in the interior of the cone \( \mathcal{C}^- \). To be able to identify these
surfaces for different times, let us introduce new coordinates \( (\xi^\mu) = (\tau, \xi) \)
(where \( \mu = 0, 1 \)), related to the Minkowskian coordinates \( (x^\mu) = (t, x) \) in the
following way:
\[
\begin{align*}
t &= -e^{-\tau} , \\
x &= \xi e^{-\tau} ,
\end{align*}
\]
where \( \tau \in \mathbb{R}^1 \) and \( |\xi| \leq 1 \). Within this range, the new coordinates parameterize the entire cone \( \mathcal{C}^- \). To derive the Hamiltonian description of the wave
equation in these coordinates, we use the textbook procedure, based on the
standard, relativistic-invariant Lagrangian
\[
L = L \, d^2x ,
\]
where
\[
L = -\frac{1}{2} g^{\mu\nu} (\partial_\mu f)(\partial_\nu f) = \frac{1}{2} \left\{ (\partial_t f)^2 - (\partial_x f)^2 \right\} .
\]
We rewrite this Lagrangian in the coordinates \( (\tau, \xi) \), using the following formulae which may be easily derived from (2.33) and (2.34):
\[
\begin{align*}
\partial_t &= e^\tau (\partial_\tau + \xi \partial_\xi) , \\
\partial_x &= e^\tau \partial_\xi .
\end{align*}
\]
Moreover, we have
\[
d^2x = dtdx = e^{-2\tau} d\tau d\xi = e^{-2\tau} d^2\xi .
\]
Expressing the Lagrangian (2.35) in terms of new coordinates we thus obtain:
\[
L = \mathcal{L} \, d^2\xi ,
\]
where
\[ L = \frac{1}{2} \left\{ (\partial_\tau f + \xi \partial_\xi f)^2 - (\partial_\xi f)^2 \right\}. \] (2.38)

The standard procedure, valid for an arbitrary Lagrangian density \( L = L(f, f_\mu, \xi^\nu) \), where \( f_\mu := \partial_\mu f \), proceeds as follows: We introduce generalized momenta:
\[ \pi^\mu := \frac{\partial L}{\partial f_\mu}, \] (2.39)
and calculate the variation of the Lagrangian:
\[ \delta L = \frac{\partial L}{\partial f} \delta f + \pi^\mu \delta f_\mu = \partial_\mu (\pi^\mu \delta f) + \left( \frac{\partial L}{\partial f} - \partial_\mu \pi^\mu \right) \delta f. \] (2.40)

The field equation \( \Box f = 0 \) is equivalent to the vanishing of the Euler–Lagrange term in (2.40):
\[ \frac{\partial L}{\partial f} - \partial_\mu \pi^\mu = 0, \] (2.41)
and, therefore, is equivalent to the following equation which must be fulfilled by the variation of \( L \):
\[ \delta L = \partial_\mu (\pi^\mu \delta f) = (\pi \delta \varphi) + \partial_\xi (\pi^1 \delta \varphi), \] (2.42)
where we have denoted by \( \varphi \) the restriction of the field \( f \) to the Cauchy surface \( \Sigma = \{ \tau = \text{const.} \} \) and by a dot — the derivative with respect to the new time variable \( \tau \). Moreover, we have introduced the momentum \( \pi := \pi^0 \), which provides the remaining piece of Cauchy data on the surface. Integrating the field equation (2.42) over a volume \( V \) in the Cauchy surface \( \Sigma = \{ \tau = \text{const.} \} \), we obtain the following identity, valid for fields satisfying the wave equation:
\[ \delta \int_V L \ d\xi = \int_V (\pi \delta \varphi) \ d\xi + \int_{\partial V} (\pi^1 \delta \varphi) \ d\sigma_1 \]
\[ = \int_V (\dot{\pi} \delta \varphi - \dot{\varphi} \delta \pi + \delta (\pi \dot{\varphi})) \ d\xi + \left[ \pi^1 \delta \varphi \right]_{\partial V}, \] (2.43)
where the integral over the 0-dimensional boundary \( \partial V \) is equal to the difference of values of the integrand between the two ends of \( \partial V \). This identity is equivalent to the following formula:
\[ -\delta H_V (\varphi, \pi) = \int_V (\dot{\pi} \delta \varphi - \dot{\varphi} \delta \pi) \ d\xi + \left[ \pi^1 \delta \varphi \right]_{\partial V} \]
\[ = \int_V (L_X \pi) \delta \varphi - (L_X \varphi) \delta \pi + \left[ \pi^1 \delta \varphi \right]_{\partial V}, \] (2.44)

Actually, \( \pi d\xi \) is a pull-back of a differential odd-form \( \pi^\mu \partial_\mu | d\xi^0 \wedge d\xi^1 \) to the surface \( \tau = \text{const.} \). This proves that it does not depend upon the choice of the coordinate \( x^0 \), but only upon the choice of the Cauchy surface \( \Sigma \). The structure of the canonical field momentum \( \pi^\mu \) is discussed in the next chapter.
where
\[ H_V(\varphi, \pi) := \int_V (\pi \dot{\varphi} - \mathcal{L}) . \] (2.45)

The procedure used applies to an arbitrary Lagrangian. Its geometric context, together with the structure of the momentum \( \pi^h \) will be discussed thoroughly in the next chapter. Here, we perform calculations for the specific Lagrangian (2.37) and obtain:

\[ \pi = \pi_0 = \frac{\partial}{\partial \tau} L_0 = \xi \partial_{\xi} \varphi, \]

(2.46)

\[ \pi^1 = \frac{\partial}{\partial \tau} (\xi \dot{\varphi} + (1 - \xi^2) \partial_{\xi} \varphi), \]

(2.47)

These equations imply, according to (2.41), the following field dynamics:

\[ \dot{\varphi} = \pi - \xi \partial_{\xi} \varphi, \]

(2.48)

\[ \dot{\pi} = \partial_{\xi} (\xi \dot{\varphi} - (1 - \xi^2) \partial_{\xi} \varphi) = \partial_{\xi} (\pi \varphi) - \partial_{\xi}^2 \varphi. \]

(2.49)

Using (2.48), the Hamiltonian (2.45) may be written explicitly in terms of Cauchy data:

\[ H_V(\varphi, \pi) := \int_V \left\{ \pi (\pi \partial_{\xi} \varphi) - \mathcal{L} \right\} d\xi \]

\[ = \frac{1}{2} \int_V \left\{ \pi^2 - 2\pi \xi \partial_{\xi} \varphi + (\partial_{\xi} \varphi)^2 \right\} d\xi \]

\[ = \frac{1}{2} \int_V \left\{ (\pi - \xi \partial_{\xi} \varphi)^2 + (1 - \xi^2)(\partial_{\xi} \varphi)^2 \right\} d\xi. \] (2.50)

The main lesson stemming from the above formulae is the following: Consider, first, a domain \( V \) that lies strictly inside the interior of the cone, i.e., \( V = [a, b] \), with \(-1 < a, b < 1\). Then \( \mathbb{R} \times \partial V \) is timelike and the situation is similar to the one described in Section 2.2: boundary conditions on \( \partial V \) have to be added and the mixed Cauchy- (on \( V \)) and boundary- (on \( \partial V \)) problem is well posed. Restricting the class of admissible functions to those fulfilling Dirichlet condition (2.16), we obtain (2.17) and, therefore, the boundary term in (2.44) vanishes. This implies the Hamiltonian form of the field evolution within the cone. A treatment similar to the one used in Section 2.2 is also applicable in the space of functions fulfilling Neumann conditions on \( \partial V \).

The situation changes drastically if we pass to sections of the light cone, setting \( V = [-1, 1] \). Having chosen Cauchy data \((\varphi, \pi)\) on \( V \) at a given instant of time, say \( \tau_0 \), we still have the freedom to choose boundary data on \( \partial V \), i.e., the values \( \varphi(\tau, -1) \) and \( \varphi(\tau, 1) \), but only for \( \tau \leq \tau_0 \). Indeed, with this whole set of Cauchy and boundary data, the scalar field \( f \) is uniquely determined within the entire light cone \( \mathcal{C}^- \). Consequently, the values \( \varphi(\tau, -1) \) and \( \varphi(\tau, 1) \) for \( \tau > \tau_0 \) are uniquely determined by the Cauchy data and cannot be chosen
freely. Even if we take trivial boundary data in the past, the boundary term in (2.43) might cease to vanish at an instant of time $\tau_0 + \epsilon$, and things can be arranged so that this happens arbitrarily close to $\tau_0$. At a first glance there is no way to obtain a Hamiltonian evolution of Cauchy data in this case.

The remedy for these difficulties consists in treating the data on the boundary of the light cone not as boundary data, but as a further piece of Cauchy data. For this purpose, we extend the parameterization Equations (2.33)-(2.34) to $|\xi| > 1$ setting:

\begin{align*}
  t &= -x := -e^{-\tau + \xi - 1} \quad \text{for } \xi > 1, \quad (2.51) \\
  t &= x := -e^{-(\tau + \xi - 1)} \quad \text{for } \xi < -1, \quad (2.52)
\end{align*}

and we consider the data $(\varphi, \pi)$ on the entire surface $\Sigma = \{ \xi \in \mathbb{R}^1 \}$. Within the interior of the light cone, i.e., for $|\xi| < 1$, the dynamics is governed by the Hamiltonian (2.50):

\[
  H_{[-1,1]}(\varphi, \pi) = \frac{1}{2} \int_{-1}^{1} \left\{ (\pi - \xi \partial_\xi \varphi)^2 + (1 - \xi^2)(\partial_\xi \varphi)^2 \right\} d\xi , \quad (2.53)
\]

which, as we have already seen, satisfies the correct Hamiltonian equation for the wave equation, modulo the boundary term in (2.44) which will be taken care of by the considerations that follow. Outside of the interval $\xi \in [-1,1]$, the dynamics reduces to translations tangent to the hypersurface on which the data are given, as discussed in the previous section. The only difference here is that the relevant part of the phase spaces "lives" on a null rather than a spacelike hypersurface, which plays no role in the considerations of Section 2.3. More precisely, equation (2.51) implies that we have $X = \partial_\tau = \partial_\xi$ for $\xi < -1$, whereas (2.52) implies: $X = \partial_\tau = -\partial_\xi$ for $\xi > 1$. Consequently, we have:

\[
  \mathcal{L}_X \varphi = -\partial_\xi \varphi , \quad \mathcal{L}_X \pi = -\partial_\xi \pi \quad \text{for } \xi > 1, \quad (2.54)
\]

and

\[
  \mathcal{L}_X \varphi = \partial_\xi \varphi , \quad \mathcal{L}_X \pi = \partial_\xi \pi \quad \text{for } \xi < -1, \quad (2.55)
\]

which are special cases of the formula (2.29). According to the standard procedure, described in the next chapter (see also footnote 2, page 17), the momentum $\pi$ on $\Sigma$ is taken as the pull-back to the Cauchy surface, of the differential (odd) form $\pi^\mu \partial_\mu |d\xi^0 \wedge d\xi^1$, with $\pi^\mu$ is given by formula (2.39). According to (2.30), the contribution to the Hamiltonian of the field contained in the region $[1, \infty)$ equals

\[
  H_{[1,\infty]}(\varphi, \pi) = \int_{1}^{\infty} (-\pi \partial_\xi \varphi) \, d^3x , \quad (2.56)
\]

whereas the corresponding contribution from the region $[1, \infty)$ is equal to

\[
  H_{(-\infty,-1]}(\varphi, \pi) = \int_{-\infty}^{-1} (+\pi \partial_\xi \varphi) \, d^3x . \quad (2.57)
\]
Let us prove that the functional $H$, equal to the sum of these contributions,

$$H := H_{(\infty,-1]} + H_{[-1,1[} + H_{[1,\infty)} ,$$

satisfies the equation (2.2) defining a Hamiltonian for the joint dynamical system, given by (2.55) for $\xi < -1$, by (2.54) for $\xi > 1$ and by Equations (2.48)-(2.49) for $-1 < \xi < 1$. Indeed, a variation of $H$ gives us the sum of two formulae of the type (2.31), for $\xi < -1$ and $\xi > 1$ respectively, together with formula (2.44) for $-1 < \xi < 1$. This means that we have:

$$-\delta H(\varphi, \pi) = \int_{\Sigma} (\mathcal{L}_{X}\pi \delta \varphi - \mathcal{L}_{X}\varphi \delta \pi) \, d\xi + \left[\pi^1 \delta \varphi\right]_{-\infty}^{-1} + \left[\pi^1 \delta \varphi\right]_{-1}^{1} + \left[\pi^1 \delta \varphi\right]_{1}^{\infty} ,$$

(2.59)

with appropriate values for $(\mathcal{L}_{X}\varphi, \mathcal{L}_{X}\pi)$ in the respective regions of $\Sigma$. But the intermediate boundary terms at $\xi = -1$ and $\xi = 1$ cancel because of the continuity of $\xi$ and $\pi^1$. Assuming sufficiently strong fall-of conditions for the Cauchy data (e.g., assuming that they are compactly supported on $\Sigma$) we also obtain a cancelation of the boundary terms at both infinities. What remains is the desired Hamiltonian formula for the total dynamics on $\Sigma$:

$$-\delta H(\varphi, \pi) = \int_{\Sigma} (\mathcal{L}_{X}\pi \delta \varphi - \mathcal{L}_{X}\varphi \delta \pi) \, d\xi .$$

(2.60)

The continuity of $\pi^1$, which if fundamental for the cancelation of the intermediate boundary terms in (2.59), may be roughly explained as follows: $\pi^1$ is a component of the vector density $\pi^\mu$, corresponding to the family of hypersurfaces $\xi^1 = \xi = \text{const.}$ This vector density is defined, and continuous, on the entire space-time (which in our case is the light cone $\mathcal{C}^+\mathcal{C}^-$). At boundary points $\xi = -1$ and $\xi = 1$ there is no jump in the field of tangents to the surfaces $\xi = \text{const.}$ and, therefore, $\pi^1$ is continuous as well. We note that there are various delicate issues concerning the exterior orientation of the hypersurfaces involved, which are discussed in the next chapter and in Appendix A.

### 2.5 The Trautman–Bondi energy for the scalar field

Formula (2.60) enables us to describe the dynamics of a massless scalar field within the light cone in terms of a Hamiltonian dynamical system in an abstract space $\mathbb{R}^2$, parameterized by the “generalized time parameter” $\tau$ and the “generalized space parameter” $\xi$. Cauchy data are given on the Cauchy surfaces $\Sigma = \{\xi^0 = \tau = \text{const.}\}$. The phase space $\mathcal{P} = \{\varphi, \pi\}$ is defined as the collection of compactly supported fields on $\Sigma$. The function $\varphi$ is supposed to be continuous and piecewise smooth. On the other hand, the momentum
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\[ \pi = \pi^0 \text{ might fail to be continuous at boundary points } \xi = -1 \text{ and } \xi = 1, \]

because the Cauchy surfaces \( \Sigma = \{ \xi^0 = \tau = \text{const} \} \) “change direction” in a non-continuous way there. Consequently, we assume that \( \pi \) is piecewise continuous in the three regions of \( \Sigma \) separately. Moreover, \( \pi^0 \equiv \pi \) has to fulfill the following constraint:

\[ \pi = -\dot{\phi} = \partial_\xi \phi \quad \text{for } \xi < -1, \]
\[ \pi = \dot{\phi} = -\partial_\xi \phi \quad \text{for } \xi > 1. \]

(2.61)

(2.62)

This can be seen from Equation (2.47) and from the fact that \( \pi^1 \) coincides with \( \pi = \pi^0 \) for \( |\xi| > 1 \); this last property holds because the hypersurfaces \( \{ \xi^1 = \text{const} \} \) coincide with the hypersurfaces \( \{ \xi^0 = \text{const} \} \) there.

The above constraints imply the following formulae for the Hamiltonian on the light cone:

\[ H_{(-\infty, -1]} = \int_{-\infty}^{-1} (\partial_\xi \phi)^2 d^3x, \]

(2.63)

\[ H_{[1, \infty)} = \int_{1}^{\infty} (\partial_\xi \phi)^2 d^3x. \]

(2.64)

(The reader is referred to Equations (4.38)-(4.40) for an explicit calculation of the associated variational formulae in a similar context.)

The evolution with respect to the field \( X = \partial_\tau \) is determined by the Hamiltonian formula (2.60), where the Hamiltonian is defined by (2.58). The Hamiltonian system obtained this way is autonomous, because the Hamiltonian does not depend explicitly on time. Hence, it is conserved during the evolution. But formulae (2.63) and (2.64) prove that \( H_{(-\infty, -1]} \) and \( H_{[1, \infty)} \) are monotonically increasing functions of time. Indeed, their values are equal to the integral of a non-negative function \((\partial_\xi \phi)^2\) over a portion of the boundary \( \partial\mathcal{C}^- \) of the cone which grows when time increases. This implies that \( H_{[-1, 1]} \) must be a monotonically decreasing function of time. We see that, due to radiation, the energy is being transferred from the “Cauchy zone”: \([-1, 1] \), to the “radiation zone”: \([-\infty, -1] \cup [1, \infty] \).

The real radiation problem is obtained when the boundary \( \partial\mathcal{C}^- \) is moved to infinity. By analogy with similar constructions done in general relativity, in such a case the amount of energy \( H_{[-1, 1]} \) contained in the Cauchy zone will be called the Trautman-Bondi energy of the scalar field. As we shall see in the sequel, the properties of \( H_{[-1, 1]} \) are analogous to the decreasing properties of the Trautman-Bondi mass in general relativity, irrespective of the limiting transition mentioned.

It should be pointed out that in the simple model of this section we have considered field configurations defined globally on \( \mathcal{C}^- \). For various reasons, discussed below, it is useful to consider situations in which this is not the case. This introduces some supplementary complications, which are taken care of in the remainder of this monograph.
3. Hamiltonian flows for geometric field theories

Some twenty years ago Kijowski and Tulczyjew [94] have laid the ground for a geometric formulation of Hamiltonian analysis of the dynamics of field theories. In that reference the dynamics of fields was that corresponding to motions of a hypersurface $\Sigma$ along the flow of a vector field $X$ on a manifold $M$. The vector field was further assumed to be transverse to $\Sigma$. There are, however, several situations, where the transversality of $X$ to $\Sigma$ is not a natural restriction: this happens e.g. when considering spacelike translations in Minkowski space-time. Further, in some situations it might be convenient to consider motions of hypersurfaces which do not arise from the flow of a vector field; we shall indeed encounter such motions in Section 4.5 below. The purpose of this chapter is to generalize the framework of Kijowski and Tulczyjew to allow for such situations.

3.1 The framework

Consider a theory of sections $f = (f^A)$ of a fiber bundle $F$ over an $(n+1)$-dimensional manifold $M$ (a generalized space-time$^1$):

$$
\begin{array}{c}
F \\
pr_F \rightarrow M \\
M
\end{array}
$$

We shall throughout use the notation $pr_Y \rightarrow X$ for the bundle projection map of a bundle $Y$ over a manifold $X$. Let $\Sigma$ be an $n$-dimensional piecewise smooth manifold and let $i : \Sigma \rightarrow M$ be an embedding of $\Sigma$ in $M$; thus $i(\Sigma)$ is a topological, piecewise smooth, hypersurface in $M$. The hypersurface $i(\Sigma)$

$^1$ The word “space-time” should not be understood as implying that there is some Lorentzian metric on $M$ involved: we only use this term to denote the arena used to describe the dynamics of the fields under consideration. The adjective “generalized” refers to the following: 1) we are considering arbitrary dimensions $n$, not necessarily $n = 3$; 2) in some degenerate situations in the gravitational field case, the set $M$ does not necessarily coincide with the actual space-times associated to the relevant initial data sets, see Section 5.7 for details.
should be thought of as a hypersurface on which appropriate data (e.g., initial data) for the fields under consideration are given. Using $i$, we can pull-back the bundle $F$ to a bundle $\Phi$ over $\Sigma$:

\[ \Phi \xrightarrow{i!} F \]

The map $i!$ above preserves the bundle structure, and is an isomorphism on fibers. Thus, sections $f$ of $F$ defined over $i(\Sigma)$ are in one-to-one correspondence with sections $\phi = (\phi^A)$ of $\Phi$ over $\Sigma$:

\[ \phi(\xi) = (i!\xi)^{-1}(f(i(\xi))) , \]

where $i!\xi$ denotes the restriction of $i!$ to a fiber of $\Phi$ over $\xi$. We emphasize that it will be essential for the Hamiltonian description of the dynamics at $I^+$ that $\Sigma$ and/or $i(\Sigma)$ is not smooth but piecewise smooth only. Further, in some of our applications, the piecewise smooth manifold $F$ will not be a bundle; rather it will be the union of bundles defined over the smooth components of $\Sigma$. By an abuse of terminology we shall continue to call such objects bundles, hoping that it will not lead to confusions.

Let us start by recalling the construction of Kijowski and Tulczyjew [94] of some objects that naturally occur in geometric field theories. For any point $\xi \in \Sigma$ one defines a phase space at $\xi$:

\[ \Pi_\xi \equiv T^*\Phi_\xi \otimes \tilde{\Lambda}_n(T^*\Phi_\xi) , \]

where $\Phi_\xi$ is the corresponding fiber of $\Phi$, and $\tilde{\Lambda}_n(T^*\Phi_\xi)$ denotes the bundle of odd $n$-forms over $\Phi_\xi$. The collection of all spaces $\Pi_\xi$ over $\xi \in \Sigma$ will be denoted by $\Pi$. It is again a fiber bundle over $\Sigma$. Actually, we have

2 The bundle $\Phi$ is called the induced bundle and denoted by $F^\pi$ in [114, p. 391], while the map $i!$ is denoted by $i$ there. Dieudonné [53, Chapitre XVI, Section 19, p. 127] denotes $\Phi$ by $i^*F$ and calls it the inverse image of $F$.

3 If $M$ is orientable, $\tilde{\Lambda}_\ell$ can be identified with $\Lambda_\ell$, when an oriented atlas is chosen. However, it should be remembered that regardless of the question of orientability of $M$ the integral of an odd form is defined differently from that of a normal form: the usual $\ell$-forms are integrated on $\ell$-dimensional submanifolds with interior orientation, while odd $\ell$-forms are integrated on $\ell$-dimensional submanifolds with exterior orientation. This distinction is irrelevant in our analysis of the scalar field, Chapter 4 below, once the (usual) choices are made that the exterior orientation of an achronal hypersurface is determined by a transverse vector which is timelike and future directed; then the obvious exterior orientation of a coordinate ball included in a hypersurface is chosen. However, a careful bookkeeping of the exterior orientation of the sets considered becomes important in order to get correct signs of various integrals in the gravitational case, Chapter 5, where natural coordinate systems near $I^+$ have an orientation which is opposite to the natural orientation of the space-time. For the convenience of the reader we give an overview of odd $n$-forms in Appendix A.
3.1 The framework

\[ \Pi \equiv V^*\Phi \otimes \tilde{\Lambda}^n T^*\Sigma, \]

where \( V^*\Phi \) denotes the bundle of vertical covectors on \( \Phi \) (elements dual to vertical vectors over \( \Phi \)). Elements of \( \Pi_\xi \) are “scalar-density-valued” covectors on \( \Phi_\xi \). Since the factor \( \tilde{\Lambda}^n T^*_\xi \Sigma \) in the tensor product is constant over each fiber \( \Pi_\xi \), it may be put “outside of the bracket”. In this way the standard construction (cf., e.g., [2, 94]) of a canonical one-form and a canonical (symplectic) two-form in a cotangent bundle may be performed (at each \( \xi \) separately) almost without any change:

\[ \Theta_\xi(\pi) := pr^*_\Pi_{\to \Phi} \pi, \]

where by \( pr_{\Pi_{\to \Phi}} \) we denote the canonical projection from \( \Pi \) to \( \Phi \). Moreover,

\[ \Omega_\xi := d\Theta_\xi, \]

where \( d \) denotes the exterior derivative operator on the manifold \( \Pi_\xi \) (\( \xi \) being fixed). Because of the geometric nature of \( \Pi \), the forms obtained this way are no longer “scalar-valued” but rather “scalar-density-valued”.

If \( (\xi^i) \) are coordinates on \( \Sigma \) and \( (\phi^A, \xi^i) \) are coordinates on \( \Phi \), then every element of \( \Pi \) may be represented by a pair: a \( n \)-form

\[ \pi = \pi_A d\phi^A \otimes (d\xi^1 \wedge \cdots \wedge d\xi^n), \]

and the orientation carried by this coordinate system (see Appendix A for a detailed discussion). The coefficients \( \pi_A \) may be used to define the coordinate system \( (\pi_A, \phi^A, \xi^i) \) in \( \Pi \). In terms of these coordinates we have:

\[ \Theta_\xi = \pi_A d\phi^A \otimes (d\xi^1 \wedge \cdots \wedge d\xi^n), \]

and

\[ \Omega_\xi = (d\pi_A \wedge d\phi^A) \otimes (d\xi^1 \wedge \cdots \wedge d\xi^n). \]

“Integrating” the forms \( \Omega_\xi \) over \( \Sigma \) gives us, loosely speaking, a “symplectic form” \( \Omega_\Sigma \) in the space of sections of the phase bundle \( \Pi \). (In some cases \( \Omega_\Sigma \) will be indeed a symplectic form, when appropriate function spaces have been specified. We will avoid the term “symplectic” since we do not wish to address those issues.) Loosely speaking again, “vectors tangent to the space of sections” may be represented as fields of vertical vectors (i.e., vectors tangent to fibers):

\[ \Sigma \ni \xi \to X(\xi) \in T\Pi_\xi. \]

If \( X_1 \) and \( X_2 \) are two such fields, attached at the same section of \( \Pi \) (i.e., \( X_1(\xi) \) and \( X_2(\xi) \) are attached at the same point of \( \Pi_\xi \)), then we put:

\(^4\) An element of \( V^*\Phi \) may be represented as an equivalence class of elements of \( T^*\Phi \); two elements \( \alpha, \beta \in T^*_\phi \Phi \) are equivalent if \( \alpha(v) = \beta(v) \) for any vertical vector \( v \in V_\phi \Phi \subset T_\phi \Phi \).
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\[ \Omega_\Sigma(X_1, X_2) := \int_\Sigma \Omega_\xi(X_1(\xi), X_2(\xi)). \]

If the “vectors” \( X_a, a = 1, 2, \) have the following coordinate representation:

\[ X_a(\xi) = (\delta_a \pi^A(\xi), \delta_a \phi^B(\xi)), \]

then the coordinate expression for \( \Omega_\Sigma \) reads:

\[ \Omega_\Sigma((\delta_1 \pi^A, \delta_1 \phi^B), (\delta_2 \pi^A, \delta_2 \phi^B)) = \int_\Sigma \left\{ (\delta_1 \pi^A(\xi))(\delta_2 \phi^B(\xi)) - (\delta_2 \pi^A(\xi))(\delta_1 \phi^B(\xi)) \right\} d^n\xi, \quad (3.4) \]

whenever the integrand above is in \( L^1(\Sigma) \). We stress that the above formula is invariant with respect to changes of coordinates \((\phi^A, \xi^i)\) in \( \Phi \). In particular, the coordinates \( \pi^A \) behave like scalar densities with respect to changes of coordinates \( (\xi^i) \) on \( \Sigma \). Hence, a Jacobian factor arising from the change of variables is absorbed by the corresponding factor in the transformation law for \( \pi^A \).

In this section we are going to show that every motion of \( i(\Sigma) \) in \( M \) leads to a class of dynamical systems on the space of appropriately behaved sections of \( \Pi \). Moreover, those dynamical systems will be Hamiltonian with respect to the form \( \Omega_\Sigma \), in the sense described in Section 2.1.

Let, thus, \( I \) be an interval in \( \mathbb{R} \), and let \( \psi : I \times \Sigma \to M \) be a piecewise smooth map such that for each \( \tau \in I \) the maps

\[ \Sigma \ni \xi \to \psi_\tau(\xi) \equiv \psi(\tau, \xi) \in M \]

are homeomorphisms of \( \Sigma \) and \( \psi_\tau(\Sigma) \), piecewise diffeomorphisms, with

\[ \psi_0 = i. \]

Such a map \( \psi \) can be thought of as a motion of \( i(\Sigma) \) in \( M \). We emphasize, however, that the maps do not necessarily move \( i(\Sigma) \) in \( M \), for example, the \( \psi_\tau \)'s could be translations along \( i(\Sigma) \). Further, we wish to stress that while the \( \psi_\tau \)'s are assumed to be bijective from \( \Sigma \) to \( \psi_\tau(\Sigma) \), we do not assume that \( \psi \) is; translations along \( i(\Sigma) \) give an example of a \( \psi \) which will not be bijective. Given a map \( \psi \), to define a dynamical system on the space of sections of the phase bundle \( \Pi \) we need a bundle map \( \Psi : I \times \Phi \to F \) such that the diagram

\[ \begin{array}{ccc}
I \times \Phi & \xrightarrow{\psi} & F \\
\downarrow \psi & & \downarrow \text{id}_F \times \text{pr}_\Phi \rightarrow \Sigma \\
I \times \Sigma & \xrightarrow{i} & M \\
\end{array} \quad (3.5) \]

commutes. For \( \phi \in \Phi \) we set
\[ \Psi_r(\phi) = \Psi(\tau, \phi). \] (3.6)

In (3.5) the two leftmost arrows are projections on the \( I \) factor of the Cartesian product. We shall further require that for all \( \tau \in I \) the map \( \Psi(\tau, \cdot) \) is an isomorphism from the fibers of \( \Phi \) to those of \( F \).

We emphasize that \( \Psi \) is arbitrary up to the requirement of commutativity of the diagram (3.5), and that different choices of \( \Psi \) will lead to different dynamical systems on the space of sections of the phase bundle \( \Pi \). Indeed, \( \Psi \) plays a role similar to that of a reference frame in mechanics. It enables us to compare configurations of the physical system at different times. Whether or not the particle moves is not an absolute statement but depends upon a choice of a reference frame. The Hamiltonian description of the particle dynamics is only possible with respect to a chosen reference frame. The same dynamics, described with respect to different reference frames, leads to different Hamiltonian systems. Similarly, the Hamiltonian description of the field dynamics is possible only with respect to a given reference system \( \Psi \).

We further stress that there are several ways of prescribing \( \Psi \) for a given \( \psi \). As an example, consider the following three useful ways of doing this:

- Suppose that \( \psi \) is obtained from a flow of a vector field \( X \) defined on \( M \), and that \( F \) is a bundle of geometric objects in the sense that the action of diffeomorphisms on \( M \) lifts canonically to an action of diffeomorphisms of \( F \). One can then use the canonical lift of \( \psi \) to obtain \( \Psi \). For example, if \( F \) is a tensor bundle over \( M \), then the so obtained action of \( \Psi \) on a tensor field \( f \) consists, essentially, of the Lie dragging \( f \) along the orbit of \( X \) until the orbit meets \( i(\Sigma) \).

- When \( F \) is a tensor bundle, a different, often used ([80]), construction of \( \Phi \) proceeds as follows: Let \( g \) be a metric on \( M \) (which might, but does not have to, be part of the set of the fields \( f \) under consideration), and suppose further that the hypersurfaces
  \[ S_\tau \equiv \psi(\Sigma) \] (3.7)
  are spacelike. In that case one can use the metric \( g \) to decompose each tangent space \( T_{\psi(\tau, \xi)}M \) into a part which lies in the image of \( \psi(\tau, \cdot) \), and its orthogonal complement. The first part of this decomposition is naturally diffeomorphic to \( T_\xi \Sigma \), while the latter is diffeomorphic to \( \mathbb{R} \). There is a corresponding decomposition of higher tensor bundles over \( \psi(I \times \Sigma) \subset M \) induced by this decomposition of \( T_{\psi(\tau, \xi)}M \). For example, a symmetric two-covariant tensor field on \( M \) is decomposed in this way into a symmetric tensor field on \( \Sigma \), a covector field ("the shift") on \( \Sigma \), and a scalar field ("the lapse") on \( \Sigma \). This gives rise to a map \( \Psi \) after an identification of \( \Phi \) with a finite sum of tensor bundles over \( \Sigma \).

- When \( F \) is a vector or affine bundle equipped with a connection (which might, but does not have to, be part of the set of the fields \( f \) under consideration), then \( \Psi \) can be constructed as follows: For \( \xi \in \Sigma \) let \( \gamma_\xi \) denote the path
For $\phi$ belonging to the fiber $\Phi_\xi$ of $\Phi$ over $\xi \in \Sigma$ one defines $\Psi(\tau, \phi) \in F$ by parallel transporting $\Psi_{(0, \xi)}(0, \phi) = i_\xi(\phi)$ from $i(\xi) = \psi(0, \xi)$ to $\psi(\tau, \xi)$ along $\gamma_\xi$. Here $\Psi_{(\tau, \xi)}$ denotes the restriction of $\Psi_\tau$ to a fiber of $\Phi$ over $\xi$, while $i_\xi$ is that of $i$ to the same fiber.

As an illustration, consider a theory of a tensor field in Minkowski space-time $M = \mathbb{R}^{1,n}$, and let $\psi$ be obtained from the flow of a vector field $X$ defined on $M$. There is a natural choice for the metric $g$ on $M$ — the defining one, and there is also the corresponding flat connection. Each of the three prescriptions above will define a different reference system on the space of sections of $\Pi$ except in special cases, such as that of $X$ — a translational Killing vector field on $M$ and $i(\Sigma)$ — a hypersurface of standard Minkowski time in $M$.

It is useful to describe exhaustively the freedom in defining the maps $\Psi$ satisfying our requirements. We note, first, that $\Psi$ can be used to define parallel transport in $F$ along the paths $\gamma_\xi$ defined by Equation (3.8): a section of $F$ over $\gamma_\xi$ is horizontal if its counterpart over $I \times \{\xi\}$ is $\tau$-independent. An equivalent way of defining this is to introduce a covariant derivative along the vector $X$ tangent to $\gamma_\xi$. At each point $\psi(\tau, \xi)$ the vector $X$ is given by the equation

$$ X \equiv \psi_\tau \frac{\partial}{\partial \tau}. $$

If $f$ is a section of $F$ over $\gamma_\xi$, then $\Psi^{-1}_{(\tau, \xi)} f(\psi(\tau, \xi)) \in \{0\} \times \Phi_\xi$ and, therefore,

$$ \frac{d}{d\tau} \left( \Psi^{-1}_{(\tau, \xi)} f(\psi(\tau, \xi)) \right) $$

is an element of $TF_{\Psi_{(\tau, \xi)}}$; one then sets

$$ D_X f(\psi(\tau, \xi)) = \psi_\tau \frac{d(\Psi^{-1}_{(\tau, \xi)} f(\psi(\tau, \xi)))}{d\tau} \in TF_{\Psi_{(\tau, \xi)}}. $$

Conversely, given a connection defined on sections over $\gamma_\xi$, for $\phi$ in the fiber $\Phi_\xi$ of $\Phi$ over $\xi$ we define $\Psi(\tau, \phi) \in F$ by parallel transporting $\Psi_{(0, \xi)}(\phi)$ from $i(\xi) = \psi(0, \xi)$ to $\psi(\tau, \xi)$ along $\gamma_\xi$. This shows that defining $\Psi$ is equivalent to prescribing a connection along sections over the $\gamma_\xi$'s, together with $\Psi_0 \equiv \Psi_{|\tau=0}$. (There is a natural choice $\Psi_0 = i$, but it might be convenient in some cases to use other $\Psi_0$'s.) This connection can, but does not need to, arise from a connection on $F$.

For each $\tau$ Equation (3.9) defines a vector field $X_\tau$ defined on $\psi_\tau(\Sigma)$ because, for all $\tau \in I$, $\psi_\tau$ is a diffeomorphism between $\Sigma$ and $\psi_\tau(\Sigma)$. We emphasize that $X$ is not a space-time vector field in general, which can be seen by considering a motion in which $\Sigma$ is moved first forwards then backwards in time, so that the image of $\Sigma$ at some later time crosses that at an earlier time.

For further purposes, let us recall that a connection on sections of $F$ over $\gamma_\xi$ induces naturally a corresponding connection on $VF$. A necessary intermediate object is a connection in $VF$, and the corresponding connection
on $V^*F$ is obtained as a dual to the latter. More precisely, if $r$ is a section of $V^*F$ over $\gamma_\xi$, then for any section $\delta f$ of $VF$, $r(\delta f)$ is a function on $\gamma_\xi$. The quantity $D_X r$ is then uniquely defined by the requirement that

$$\frac{d(r(\delta f))}{d\tau} = (D_X r)(\delta f) + r(D_X \delta f), \quad (3.11)$$

for all $\delta f$.

The construction of the connection in $VF$ from a connection in $F$ is especially simple in the case when $F$ is a vector bundle. In this case elements of $VF$ (vectors tangent to a vector space) may be identified with elements of $F$ (elements of the space). Due to this identification a connection on $F$ implies immediately the corresponding connection on $VF$.

In the general case any section of $VF$ may be represented as a derivative of a one-parameter family $f(\lambda)$ of sections of $F$ with respect to $\lambda$. As in (2.8), throughout the paper we use $\delta$ to denote the derivative with respect to this external parameter. We define a connection in $VF$ by the following formula:

$$D_X(\delta f^A) := \delta(D_X f^A).$$

Recall, now, that a connection on a bundle $F_{\gamma_\xi}$ defined above a path $\gamma_\xi$ with tangent vector $X$ can be defined by prescribing a vertical vector field $\Gamma$ on $F_{\gamma_\xi}$, equal to the difference between the vector field $\psi_\tau \partial/\partial \tau$ and the horizontal lift of $X$. In local coordinates we have

$$(D_X f^A)(\psi(\tau, \xi)) = \frac{d(f^A(\psi(\tau, \xi)))}{d\tau} + \Gamma^A(f, \psi(\tau, \xi)). \quad (3.12)$$

This implies

$$(D_X \delta f^A)(\psi(\tau, \xi)) = \frac{d(\delta f^A(\psi(\tau, \xi)))}{d\tau} + \Gamma^A_B(f, \psi(\tau, \xi))\delta f^B, \quad (3.13)$$

where $\Gamma^A_B = \partial \Gamma^A / \partial f^B$. Consequently,

$$D_X r_A(\psi(\tau, \xi)) = \frac{d(r_A(\psi(\tau, \xi)))}{d\tau} - \Gamma^B_A(f, \psi(\tau, \xi))r_B. \quad (3.14)$$

In the linear case the vector $\Gamma$ depends linearly upon $f$. Hence, there is a choice of coordinates such that

$$\Gamma^A(f, x) = \Gamma^A_B(x)f^B,$$

so that the connection coefficients $\Gamma^B_A$ are constant along the fibres of $F$.

### 3.2 Hamiltonian dynamics for Lagrangian theories

Now, we are going to show how to translate the field dynamics, described it terms of partial differential equations on $M$, into a language of Hamiltonian
dynamics in the phase space of sections of $\Pi$. For this purpose we fix a field reference system $\Psi$. Let, then, $f$ be a section of $F$. For $\tau \in I$ the equation

$$\phi(\tau, \xi) = \Psi^{-1}(\tau, \xi) f(\psi(\tau, \xi))$$

(3.15)

defines the one-parameter family of sections of $\Phi$ (a curve in an infinite dimensional configuration space). We shall write $\phi(\tau)$ for $\phi(\tau, \cdot)$ when no ambiguities are likely to occur.

Because canonical momenta are described by sections of $\Pi = \mathcal{V}^* \mathcal{F} \otimes \tilde{\Lambda}^n \mathcal{T}^* \Sigma$, we need also a counterpart of this space over space-time $M$. This is provided by the space-time phase bundle $P$ defined as

$$P \equiv \mathcal{V}^* F \otimes \tilde{\Lambda}^n T^* M.$$  

As before, we use the symbol $\tilde{\Lambda}^\ell T^* M$ to denote the bundle of odd $\ell$-forms. In local coordinates odd forms are represented by normal forms, up to an overall sign related to the orientation of the coordinate system. It follows that in local coordinates every element $p \in P$ can be written as

$$p = p^A d f^A \otimes (\partial_\mu [dx^1 \wedge \ldots \wedge dx^{n+1}]),$$

(3.16)

where $\partial$ denotes contraction. Hence, sections of $P$ can be locally represented by the collection of functions $(p^A, f^A)$ defined on $M$.

To understand how sections of this bundle arise in field theory, suppose that the field dynamics for sections $f$ is derived from a first order Lagrange function. More precisely, let $J^1 F$ denote the bundle of first jets of sections of $F$ (cf., e.g., [109] or [97, Appendix 2]), and let $L$ be a bundle map from $J^1 F$ to $\tilde{\Lambda}^{n+1} T^* M$; in local coordinates we can write

$$L = L(f^A, f^A_\mu, x^\mu) dx^1 \wedge \ldots \wedge dx^{n+1},$$

(3.17)

with $f^A_\mu \equiv \partial f^A / \partial x^\mu$. $L$ defined in (3.17) is actually a density and not a function, since it “picks up” a Jacobian factor under changes of coordinates consistent with the orientation of $M$. The variational equations derived from $L$ can be written in the form

$$p^A_\mu = \frac{\partial L}{\partial f^A_\mu},$$

(3.18)

$$\partial_\mu p^A_\nu = \frac{\partial L}{\partial f^A_\nu}.$$  

(3.19)

To any section $f$ of $F$ we can assign a section of $P$ using Equation (3.18). Then $f$ will satisfy the Euler-Lagrange equations arising from the variational principle associated with $L$ if and only if equations (3.18)–(3.19) hold. We will therefore represent dynamically admissible sections of $F$ by all sections of $P$ for which equations (3.18)–(3.19) hold.
We will derive now a short, convenient version of equations (3.18)–(3.19). Let \( p(\lambda) \) be a one-parameter family of sections of \( P \), with local coordinate representation \( (p_A^\mu(\lambda), f^B(\lambda)) \), satisfying Equations (3.18)–(3.19). We set \( p_A^\mu \equiv p_A^\mu(0) \), and throughout the paper the symbol \( \delta \) will denote \( d/d\lambda|_{\lambda=0} \), e.g.

\[
\delta L \equiv \frac{dL(f^1(\lambda), x^\mu)}{d\lambda}|_{\lambda=0}, \\
\delta f^A \equiv \frac{df(\lambda)}{d\lambda}|_{\lambda=0},
\]

(3.20)

etc. The Euler–Lagrange Equations (3.18)–(3.19) can be rewritten as

\[
\delta L(f^A, f^A_\mu, x^\mu) = \frac{\partial L}{\partial f^A} \delta f^A + \frac{\partial L}{\partial f^A_\mu} \delta f^A_\mu = (\partial_\mu p_A^\mu) \delta f^A + p_A^\mu \delta f^A_\mu
\]

(3.21)

or, equivalently,

\[
\delta L = d(p(\delta f)),
\]

(3.22)

where \( d \) denotes the exterior derivative with respect to the common base manifold \( (M \text{ or } \mathbb{R} \times \Sigma) \) of all the bundles involved.

Given a section \( p \) of \( P \) we are going to analyze it with respect to a given reference system \( \Psi \). For this purpose we will transport it from \( M \) to \( \mathbb{R} \times \Sigma \) via \( \Psi \). In this way we obtain a one-parameter family of sections of \( II \)

\[
\pi(\tau) = \pi(\tau, \cdot)
\]

(3.23)

given by

\[
\pi(\tau, \xi) \equiv \left( (\Psi_{(\tau, \xi)})^* \otimes \psi^*_{(\tau, \xi)} \right) p(\psi(\tau, \xi)).
\]

(3.24)

In local coordinates,

\[
\pi(\tau) = (\pi_A(\tau), \phi^B(\tau)),
\]

(3.25)

where \( \phi(\tau) = (\phi^B(\tau)) \) has been defined in Equation (3.15). We wish, now, to use this equation to define a dynamical system on the set of appropriate sections of \( II \). We define the phase space \( S_\Sigma \) as follows:

\[
S_\Sigma = \{ \text{The space of sections of } II \text{ which are obtained at } \tau = 0 \text{ by the construction above from sections of } P \text{ satisfying field Equations (3.18)–(3.19)} \}.
\]

For some purposes it might be convenient to assume that Equations (3.18)–(3.19) are satisfied at \( \lambda = 0 \) only. We note that all our equations will still hold under this weaker condition. For esthetic reasons we prefer, however, to work only with solutions of the field equations.
The definition (3.26) needs to be complemented by the imposition of restrictions concerning the differentiability and the global behaviour of the sections of $P$ involved, to ensure that the field equations are well defined and can be solved, and that the appropriate integrals converge. As we will see shortly, some further boundary conditions might have to be imposed. We note that the definition of $P^\Sigma$ might lead to (Hamiltonian) constraints, when some sections of $\Pi$ are not obtainable in the way prescribed in (3.26). Moreover, even if a section $\pi = \pi(0)$ can be obtained from a section $p$ of $P$, the latter section may be highly non unique. Finally, $\pi(\tau)$ might not be in $P^\Sigma$ even when $\pi(0)$ is. Nevertheless, in several cases of interest the curve
\[ \forall \tau \in I \quad T_\tau(\pi_A(0), \phi^B(0)) \equiv (\pi_A(\tau), \phi^B(\tau)) \quad (3.27) \]
turns out to be unique, is in $P^\Sigma$, and Equation (3.27) defines a dynamical system on $P^\Sigma$. In several other cases of interest there will be a genuine ambiguity, and different choices of sections $p$ of $P$ which correspond to the same $\pi(0)$ will lead to different $\pi(\tau)$'s. The resulting non-uniqueness may sometimes be interpreted as a gauge transformation (cf., e.g., [2, 94]), so that Equation (3.27) will instead define a dynamical system on the set of equivalence classes under gauge transformations of sections of $F$. We are not aware of any general approach to this question, which seems to require a case by case analysis.

To give the Hamiltonian description of the above dynamical system it is useful to keep track of the remaining information contained in $p$, encoded in the following object:

\[ \pi = (\Psi^* \otimes \psi^*)p \quad (3.28) \]

In local coordinates $(\tau, \xi^a)$ on $I \times \Sigma$, and using the associated local orientation, the fields $\pi$ and $\pi^A$ can be represented by the forms
\[ \pi = \pi_A d\phi^A \otimes d\xi^1 \wedge \ldots \wedge d\xi^n, \quad (3.29) \]
\[ \pi^A = \pi_A d\phi^A \otimes d\xi^1 \wedge \ldots \wedge d\xi^n + \pi_A^a d\phi^A \otimes \partial_a \wedge d\xi^1 \wedge \ldots \wedge d\xi^n. \quad (3.30) \]

Now, we will show that for any solution $p$ of field Equations (3.18) and (3.19) and any reference system $\Psi$, formula (3.27) leads to a flow which is Hamiltonian with respect to the form $\Omega^\Sigma$. This way we have translated the field dynamics over $M$ into the language of the Hamiltonian flows. For this purpose we first “pull back” our Lagrangian $L$ from $M$ back to $\mathbb{R} \times \Sigma$:
\[ \mathcal{L}(j^1 \phi, \tau, \xi) := \psi^*(\mathcal{L}(j^1 f, \psi(\tau, \xi))) \quad (3.31) \]

where $f$ is any section of $F$ such that $\phi$ is its pull-back, in the sense of Equation (3.15), $\phi(\tau, \xi) = \Psi^{-1}_{(\tau, \xi)} f(\psi(\tau, \xi))$. This may again lead to (Lagrangian) constraints, if some sections $\phi$ of $\mathbb{R} \times \Phi$ do not admit the representation

\[ \text{The term “Lagrangian constraints” may be understood in various ways: here we wish to stress that at those points $(\tau, \xi)$, at which $\psi^*$ degenerates, the jets $j^1 \phi$ of sections of $\Phi$ obtained by Equation (3.15) will satisfy some linear relations.} \]
The analysis, which follows, works also in the presence of such constraints (cf., e.g., [93] for a more detailed description of the Hamiltonian formalism for constrained Lagrangian systems). In local coordinates, the above formula reads

\[ L_\tau d\tau \wedge d\xi^1 \wedge \ldots \wedge d\xi^n = L_\tau ( j^1 \phi, \tau, \xi) = L_\tau ( f^A, f^A_\mu, \psi^\mu (\tau, \xi^a)) \psi^* (dx^1 \wedge \ldots \wedge dx^{n+1}) = L_\tau \left( \frac{\partial (x^1, \ldots, x^{n+1})}{\partial (\tau, \xi^1, \ldots, \xi^n)} \right) d\tau \wedge d\xi^1 \wedge \ldots \wedge d\xi^n. \]  

Throughout the paper a dot over a symbol denotes a \( \tau \)-derivative, while

\[ \dot{\phi}^A_a = \frac{\partial f^A}{\partial \xi^a}. \]

We emphasize that there could be arbitrariness introduced in this definition, because there could be several fields \( f \) on space-time which correspond to a given \( \phi \) on \( \mathbb{R} \times \Sigma \). This, fortunately, does not lead to ambiguities in the definition of \( L \): if \( \psi \) is a diffeomorphism in a neighbourhood of \( (\tau, \xi) \), then the first jet \( j^1 f \) of \( f \) is determined uniquely by \( j^1 \phi \), so that \( L_\tau ( j^1 \phi, \dot{\phi}^A_a, \phi^A_a, \tau, \xi^a) \) is uniquely defined. On the other hand, if \( \psi \) degenerates at \( (\tau, \xi) \), then \( \psi^* (dx^1 \wedge \ldots \wedge dx^{n+1}) \) vanishes, so that \( L_\tau ( j^1 \phi, \dot{\phi}^A_a, \phi^A_a, \tau, \xi^a) \) is zero, again uniquely defined.

We claim that the Hamiltonian governing the evolution (3.27) is given by the standard "Legendre transformation" formula from the above "pulled-back" Lagrangian:

\[ H_\Sigma (\pi, \tau) \equiv H_\Sigma (\pi^A, \phi^B, \tau) \equiv \int_\Sigma (\pi^A (\tau) \dot{\phi}^A (\tau) - L_\tau) d^n \xi. \]  

In order to see that \( H_\Sigma \) so defined generates indeed the appropriate evolution equation, Equation (2.2), take a differentiable two-parameter family \( \pi (\tau, \lambda) \) of sections of \( \Pi \), obtained from any one-parameter family \( p (\lambda) \) of sections of \( P \), solutions of the field equations, \( \psi \) a the transport (3.24). Denote \( f (\lambda) := pr_{P \rightarrow F} p (\lambda) \). Taking the derivative of \( L_\tau ( j^1 (f (\lambda))) \) with respect to the parameter \( \lambda \) and applying \( \psi^* \) to both sides of Equation (3.22), one obtains

\[ \delta L = \delta (\psi^* L) = \psi^* (\delta L) = \psi^* (d(p(\delta f))) = d(\pi(\delta \phi)). \]  

or, in terms of local coordinates:

\[ \delta L = \delta (\psi^* L) = \psi^* (\delta L) = \psi^* (d(p(\delta f))) = d(\pi(\delta \phi)). \]  

\[ (3.34) \]  

In some formulations of general relativity it might be convenient to allow maps \( \psi \) which are field dependent, in which case Equation (3.34) would contain supplementary terms related to that dependence. We shall not use such an approach here.
\[ \delta \mathcal{L}(j^1 \phi(\tau, \lambda), \tau, \xi^a) = \frac{\partial (\pi_A(\tau) \delta \phi^A(\tau))}{\partial \tau} + \frac{\partial (\pi_A^a(\tau) \delta \phi^A(\tau))}{\partial \xi^a}. \] (3.35)

It follows that
\[ \delta (\pi_A \dot{\phi}^A - \mathcal{L}) = \dot{\phi}^A \delta \pi_A - \pi_A^a \delta \phi^A - \partial_a (\pi_A^a \delta \phi^A). \]

Inserting this equation into the variation of \( \mathcal{H}_\Sigma \), one obtains
\[ -\delta \mathcal{H}_\Sigma(\pi_A, \phi^B, \tau) = \int_\Sigma \{ \dot{\pi}_a A^a \delta \phi^A - \dot{\phi}^A \delta \pi_A \} d^n \xi + \int_{\partial \Sigma} \pi_A^a \delta \phi^A d\sigma_a, \] (3.36)

where \( d\sigma_a = \partial_a \lceil d\xi^1 \wedge \ldots \wedge d\xi^n \) is a surface element on the boundary \( \partial \Sigma \).

Comparing with the definition of \( \Omega_\Sigma \), Equation (3.4), we see that we obtain the desired formula, Equation (2.2), provided that the integral over \( \partial \Sigma \) vanishes. We emphasize that Equation (3.36) holds when \( \Sigma \) has “creases” across which \( \Sigma \) is not differentiable, as long as \( \delta \phi^A \) and the relevant components of \( \pi \) are continuous across them.

### 3.3 Space-time integrals

It is extremely useful to have the space-time equivalents of the above equations, so that everything can be calculated in terms of fields directly on the space-time \( M \). First, the form \( \Omega_\Sigma \) can be rewritten as
\[ \Omega_\Sigma(\delta_1 \pi, \delta_2 \pi) \equiv \Omega_\Sigma((\delta_1 \pi_A, \delta_1 \phi^B), (\delta_2 \pi_A, \delta_2 \phi^B)) = \Omega_h(\Sigma)((\delta_1 p_A^\mu, \delta_1 f^B), (\delta_2 p_A^\mu, \delta_2 f^B)) = \Omega_h(\Sigma) (\delta_1 p, \delta_2 p) \equiv \int_{\Omega(\Sigma)} \{ (\delta_1 p)_A^\mu (\delta_2 f)^A - (\delta_2 p)_A^\mu (\delta_1 f)^A \} dS_\mu. \] (3.37)

Here the odd form \( dS_\mu \) is defined as
\[ \frac{\partial}{\partial x^\mu} \lceil dx^1 \wedge \ldots \wedge dx^{n+1}, \] (3.38)

where \( \lceil \) denotes contraction. To obtain the space-time form of the Hamiltonian, we note the identity

---

\(^8\) In Equation (3.36) we have formally used the Stokes theorem to change a volume integral to a boundary integral; this is not allowed in general, as the Stokes theorem per se applies only to compact manifolds. We shall freely do such manipulations throughout this section without worrying whether or not this procedure is justified. When \( \Sigma \) is non compact the “integral over \( \partial \Sigma \)” is understood by a limiting procedure and the justification of formulae such as Equation (3.36) requires a careful examination of the convergence of the integrals involved. This analysis will be performed when we will apply below the framework described here to the scalar field and to the gravitational field.
\[ L d\xi^1 \wedge \ldots \wedge d\xi^n = \frac{\partial}{\partial \tau} |L \]
\[ = \psi^* (|\psi, \frac{\partial}{\partial \tau} |L) \]
\[ = \psi^* (X |L) , \]
(3.39)
where \( X \) has been defined in Equation (3.9). From the definition (3.24) and (3.29) of \( \pi \), and from Equation (3.10) one obtains
\[ \mathcal{H}_L (\pi, \tau) = H(X, \psi (\tau) (\Sigma), p) , \]
(3.40)
where
\[ H(X, \mathcal{S}, p) \equiv \int_{\mathcal{S}} (p A^\mu D_X f^A - X^\mu L) dS_\mu . \]
(3.41)
If one wants to write a space-time equivalent of Equation (3.36), one needs to define a space-time equivalent of \( \dot{\pi} \). One way to implement this is to extend the derivative operator \( D_X \) to sections \( p \) of the bundle \( P \). (This, on the other hand, can be implemented by choosing for each \( \xi \in \Sigma \) a connection on sections of \( TM \) along the paths \( \gamma_\xi \) defined by Equation (3.8).) It is important to realize that if one proceeds in this way, there is a new element of arbitrariness introduced, as there is no unique way of extending \( D_X \): while \( \partial \pi / \partial \tau \) is uniquely defined once \( \Psi \) is given, there is no natural “\( \partial / \partial \tau \) operation” on the remaining components of \( \pi \). This arbitrariness is, essentially, an arbitrariness of notation, as it will not affect the equations we consider here: in those equations terms with \( \tau \)-derivatives other than those involving \( \partial \pi / \partial \tau \) give no contribution once the integrals have been performed.

Let, then, \( D_X \) denote a covariant derivative operator on sections of \( P \) along the paths \( \gamma_\xi \); it is convenient to restrict the freedom of choice of such operators by requiring
\[ \psi^* (D_X p)(f) + p(D_X f) = \frac{\partial (\psi^* (p(f)))}{\partial \tau} . \]
(3.42)
We stress that while this is a natural restriction, it is only a matter of notational convenience, and that any other choice of connection can be used (leading, however, to formulae which do not look as natural as Equation (3.43) below). We note that if \( \psi \) arises from the flow of a vector field \( X \) on the space-time \( M \), then a natural choice of \( D_X \) is that arising from the operator (3.14) “acting on the \( A \) index of \( p A^\mu \)” and the Lie derivative operator \( £_X \) “acting on the \( \mu \) index”. It can then be seen, using Equation (3.11) and the fact that the Lie derivative commutes with the pull-back, that Equation (3.42) holds with this choice of \( D_X p \).

With the constraint (3.42) on the action of \( D_X \) on sections of \( P \), Equation (3.36) takes the following space-time form:
\[ -\delta H = \int_{\mathcal{S}} \{(D_X p A^\mu) \delta f^A - (D_X f^A) \delta p A^\mu \} dS_\mu \]
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\[ + \int_{\partial\mathcal{S}} X^\mu p_A^\nu \delta f^A dS_{\mu\nu} \]

\[ = \Omega_{\mathcal{S}}((\mathcal{D}_X p_A^\mu, \mathcal{D}_X f^A), (\delta p_A^\mu, \delta f^A)) + \int_{\partial\mathcal{S}} X^\mu p_A^\nu \delta f^A dS_{\mu\nu}, \]  

(3.43)

with the odd form \( dS_{\mu\nu} \) being defined by

\[ dS_{\mu\nu} = (\partial_\mu \wedge \partial_\nu) dx_1 \wedge \cdots \wedge dx^{n+1}. \]  

(3.44)

It is instructive to present a direct derivation of Equation (3.43) from Equation (3.41). For the purpose of illustration let \( f \) be a scalar field, with \( \mathcal{D}_X f = \mathcal{L}_X f = X^\alpha f_{,\alpha} \). We have from (3.41):

\[ \delta H = \int_{\mathcal{S}} \left( \delta p^\mu X^\alpha f_{,\alpha} + p^\mu X^\alpha \delta f_{,\alpha} - X^\mu \delta L \right) dS_{\mu} \]

\[ = \int_{\mathcal{S}} \left\{ \mathcal{L}_X f \delta p^\mu + \partial_\alpha [(p^\mu X^\alpha - X^\mu p^\alpha) \delta f] - \mathcal{L}_X p^\mu \delta f \right\} dS_{\mu}. \]  

(3.45)

Here we have used the field equations written in the form (3.21): \( \delta L = \partial_\mu (p^\mu \delta f) \), and the fact that the Lie derivative \( \mathcal{L}_X p^\mu \) of the vector density \( p^\mu \) is given by the formula

\[ \mathcal{L}_X p^\mu = \partial_\alpha (p^\mu X^\alpha) - X^\mu_{,\alpha} p^\alpha. \]  

(3.46)

With \( dS_{\mu\nu} \) defined as in Equation (3.44) we have

\[ \partial_\alpha [(p^\mu X^\alpha - X^\mu p^\alpha) \delta f] dS_{\mu} = d \left( p^\mu X^\alpha \delta f dS_{\mu\alpha} \right). \]  

(3.47)

If \( \mathcal{S} \) is compact with differentiable boundary \( \partial \mathcal{S} \), the last term in (3.45) can be integrated by parts, so that this equation can be rewritten as

\[ -\delta H = \Omega_{\mathcal{S}}((\mathcal{L}_X p, \mathcal{L}_X f), (\delta p, \delta f)) + \int_{\partial\mathcal{S}} X^\mu p^\alpha \delta f dS_{\mu\alpha}, \]  

(3.48)

with \( \Omega_{\mathcal{S}} \) as in Equation (3.37).

Formula (3.43) (or (3.48) in the particular case of a scalar field theory) can be used as a starting point of a definition of a Hamiltonian evolution of the field, provided the boundary integral is \emph{made to vanish} by a suitable choice of boundary conditions. For example, when \( \mathcal{S} \) is a compact hypersurface with boundary, a choice which is often possible consists of prescribing \emph{a priori} the value of the Dirichlet data \( f^A \) on a timelike part of a boundary of a domain in space-time containing \( \partial\mathcal{S} \). Performing a variation of \( f^A \) within this class of fields leads to \( \delta f^A \) that vanishes on \( \partial\mathcal{S} \). In order to obtain a Hamiltonian dynamical system one needs then to make sure that those boundary conditions lead to a well defined dynamical system on an appropriately constructed, time-independent phase space. In some standard examples this procedure can be carried through. The main purpose of this
paper is to describe various consistent ways of imposing such conditions on hypersurfaces \( \mathcal{S} \) which extend up to \( \mathcal{S}^+ \), for a scalar field in Minkowski space-time and for the gravitational field.

Other boundary conditions — e.g., Neumann conditions — are sometimes possible, but in general a modification of the Hamiltonian is needed. Suppose, for example, that \( \mathcal{S} \) is compact with boundary, and that there is a well posed initial-boundary value problem with Neumann data, defined as the projection of \( X^{[\mu} p_{A]} f^A \) to the boundary \( \partial \mathcal{S} \). One can then, as before, try to obtain Hamiltonian dynamics in a space, where the fields satisfy a Neumann condition at the timelike part of a boundary of a domain in space-time containing \( \partial \mathcal{S} \). One has the trivial identity:

\[
X^{[\mu} p_{A]} \delta f^A = \delta \left( X^{[\mu} p_{A]} f^A \right) - f^A X^{[\mu} \delta p_{A]} .
\]

The Hamiltonian is then, eventually, obtained by transferring an integral involving \( \delta \left( X^{[\mu} p_{A]} f^A \right) \) to the left hand side of (3.43).

\[
-\delta \left( H + \int_{\partial \mathcal{S}} X^{[\mu} p_{A]} f^A dS_{\mu
u} \right) = \\
\Omega_{\mathcal{S}} ((\mathcal{D} X p_{A}^\mu, \mathcal{D} X f^A), (\delta p_{A}^\mu, \delta f^A)) - \int_{\partial \mathcal{S}} f^A X^{[\mu} \delta p_{A]} dS_{\mu
u} . \tag{3.49}
\]

Different boundary conditions correspond to different ways in which the portion of the field contained in \( \mathcal{S} \) interacts with the rest of the world. The difference between different Hamiltonians obtained this way is similar to the difference between the internal energy and the free energy in thermodynamics: the first one describes the evolution of the system adiabatically insulated from the rest of the world whereas the second one describes the evolution of the same system put in the thermal bath. The two evolutions are different.

The Hamiltonian describing the evolution of a field configuration \( p \) in the direction of a vector field \( X \) defined over a hypersurface \( \mathcal{S} \) may be obtained as an integral:

\[
H(X, \mathcal{S}, p) \equiv \int_{\mathcal{S}} H(X, p) . \tag{3.50}
\]

In the case where \( \psi \) arises from the flow on \( M \) of a vector field \( X \), the integrand \( H(X, p) \) is an odd \( n \)-form on \( M \), defined by the formula

\[
H(X, p) = H^\mu(X, p) \partial_\mu \vert dx^1 \wedge \cdots \wedge dx^{n+1} ,
\]

with

\[
H^\mu(X, p) \equiv p_A^\mu \mathcal{D} X f^A - X^\mu L . \tag{3.51}
\]

For a scalar field, or in the case when \( \mathcal{D} X \) has been chosen to be a covariant derivative (along \( X \)) of a tensor field, the right hand side of (3.51) depends upon \( X \) in an algebraic (linear) way:
where the proportionality coefficients $\mathcal{T}_\mu^\nu(p)$ form a tensor density, called usually the energy-momentum tensor density. In a more general case, when $D_X$ is a Lie derivative of a tensor field, the right hand side of (3.51) depends also upon derivatives of the field $X$. In this case we have the following expansion:

$$H^\mu(X, p) = T^\mu_\nu(p)X^\nu + T^\mu_\lambda_\nu(p)\nabla_\lambda X^\nu,$$

which gives rise to the second energy-momentum tensor density $T^\mu_\lambda_\nu$, etc. When the $(f^A)$’s represent a connection field $\Gamma$ in $M$, which is the case in the purely affine formulation of general relativity [90], the Lie derivative contains second derivatives of $X$, which gives rise to a “third energy-momentum tensor” in the above expansion.

3.4 Changes of $\Psi$ and of the Lagrangian

Formula (3.51) is well adapted to the analysis of the dependence of the Hamiltonian upon the reference system $\Psi$. Indeed, different reference systems correspond to different operators $D_X$. If $D_X^{(1)}$ and $D_X^{(2)}$ are two such operators, they differ by a vertical vector field on $F$:

$$D_X^{(2)} f^A - D_X^{(1)} f^A = v_A(f, x).$$

It follows from (3.51), that the corresponding Hamiltonians differ by a function which is linear in momentum variables:

$$H^{(2)}_\mu(X, p) - H^{(1)}_\mu(X, p) = p_A^\mu v^A(f, x).$$

To conclude this section, let us analyze what happens when we add to the Lagrangian $L$ a complete divergence: this does not change the second order field equations for the variables $f^A$, but changes the definition of the momenta. To stay within the framework of first order variational principles, let the new Lagrangian be of the form:

$$\tilde{L}(j^1 f, x) := L(j^1 f, x) + \partial_\mu(R^\mu(f, x)),$$

where $R^\mu$ is a vector-density-on-$M$-valued function on $F$. As a consequence, new momenta differ from the old ones by a non-homogeneous transformation:

$$\tilde{p}_A^\mu = \frac{\partial \tilde{L}}{\partial j^A_\mu} = p_A^\mu + \frac{\partial R^\mu}{\partial j^A}.$$

This is a canonical transformation and does not change the value of the form $\Omega_\Sigma$ given by formula (3.37). Nevertheless, such a transformation changes the Hamiltonian because it changes the connection in the bundle $V^*F$. Indeed,
according to (3.14) we always have $\mathcal{D}_X p_A^\mu \equiv 0$ for a zero section $p_A^\mu \equiv 0$, whereas it is no longer true for the corresponding section $\tilde{p}_A^\mu = \frac{\partial R^\mu}{\partial f^A}$ after the transformation. The above phenomenon mimics the Galilei transformation in non-relativistic mechanics, where momenta undergo a non-homogeneous transformation which leads to a change in the Hamiltonian.

Assuming again that $X$ is a vector field\(^9\) on $M$, the new Hamiltonian can be calculated directly from formula (3.51):

$$
\tilde{H}^\mu (X, \tilde{p}) = \tilde{p}_A^\mu \mathcal{D}_X f^A - X^\mu \tilde{L} = H^\mu (X, p) + \frac{\partial R^\mu}{\partial f^A} \mathcal{D}_X f^A - X^\mu \partial_{\nu} (R^\nu (f, x)) = H^\mu (X, p) - \partial_{\nu} (X^\mu R^\nu - X^\nu R^\mu) - (\mathcal{L}_X R)^\mu ,
$$

(3.55)

where we denote

$$
(\mathcal{L}_X R)^\mu := X^\nu \frac{\partial}{\partial x^\nu} (R^\mu (f(x), x)) - \frac{\partial R^\mu}{\partial f^A} \mathcal{D}_X f^A - R^\nu \partial_{\nu} X^\mu - R^\mu \partial_{\nu} X^\nu .
$$

(3.56)

This formula reduces to the standard expression for the Lie derivative of a vector density, when $R^\mu$ does not depend upon $f^A$. Otherwise, the second term on the right hand side of (3.56) modifies the derivative of $R^\mu$ from the first term, so that the result becomes a horizontal derivative in the bundle $F$.

The expression $\partial_{\nu} (X^\mu R^\nu - X^\nu R^\mu)$ leads to a boundary integral when integrated over a, say compact, hypersurface $\mathcal{S}$. If the fields satisfy Dirichlet boundary conditions, it gives rise to an additive constant in the Hamiltonian, which has no dynamical impact. In such a situation we see, therefore, that the difference between the two Hamiltonians is essentially given by a horizontal Lie derivative of $R^\mu$ in the direction of $X^\nu$.\(^9\)

---

\(^9\) Recall that formula (3.9) defines, for each $\tau$, a section of $TM$ over $\psi_\tau(\Sigma)$, but does not define a vector field over $M$ in general. When $X$ is not a vector field, formulae (3.55)–(3.56) do not make sense as such because of the partial derivatives of $X$ in all directions appearing there, but remains correct when integrated upon $\psi_\tau(\Sigma)$: the only derivatives of $X$, which enter the integrated version of (3.55), are those which are tangent to $\psi_\tau(\Sigma)$. 
4. Radiating scalar fields

4.1 Preliminaries

In this chapter we will consider the scalar wave equation on Minkowski spacetime $\mathbb{R}^{3,1} \equiv (M, \eta) := (\mathbb{R}^4, \text{diag}(-1, +1, +1, +1))$:

$$\Box_\eta f = 0. \quad (4.1)$$

Recall that scalar fields on $M$ can be viewed as sections of a trivial bundle

$$F = M \times \mathbb{R} \quad (4.2)$$

In this theory a natural choice for the Lagrangian is the one, which is manifestly invariant under Poincaré transformations:

$$L = -\frac{1}{2} \sqrt{-\det \eta_{\alpha\beta}} \eta^{\mu\nu} \partial_\mu f \partial_\nu f. \quad (4.3)$$

The canonical momentum $p^\mu$ is defined as in Equation (3.18):

$$p^\mu = \frac{\partial L}{\partial f_{,\mu}} = -\sqrt{-\det \eta_{\alpha\beta}} \eta^{\mu\nu} \partial_\nu f. \quad (4.4)$$

Let $\mathcal{S}$ be any piecewise smooth hypersurface in $M$, let $p_1 = (p_1^\mu, f_1)$, $p_2 = (p_2^\mu, f_2)$ be two sections of the space-time phase bundle defined over $\mathcal{S}$; following Equation (3.37) we set

$$\Omega_\mathcal{S}(p_1, p_2) = \int_\mathcal{S} (p_1^\mu f_2 - p_2^\mu f_1) dS_\mu. \quad (4.5)$$

Here the $p_a^\mu$'s, $a = 1, 2$, are calculated as in (4.4) with $f$ replaced by $f_a$.

Our purpose here is to study the Hamiltonian aspects of such a theory in the radiation regime. It is convenient to use a conformal completion at $\mathcal{F}^+$ of $M$, constructed as follows: As a first step, let us represent $M$ as a union $\bigcup_{\tau \in \mathbb{R}} \mathcal{F}_\tau$ of the following family of hyperbolae$^1$:

\footnote{We choose hyperbolae for definiteness; the results of this section carry over immediately to any family of hypersurfaces which approach $\mathcal{F}^+$ in an appropriate way.}
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\[ \mathcal{S}_\tau = \{ x^0 = \tau + \sqrt{1 + (x^1)^2 + (x^2)^2 + (x^3)^2} \} . \]

Every \( \mathcal{S}_\tau \) can be identified with an open unit ball \( B(0, 1) \approx S^2 \times [0, 1) \) in \( \mathbb{R}^3 \):

\[
\begin{align*}
x^0 &= \tau + \sqrt{1 + r(\rho)^2} , \\
x^1 &= r(\rho)q^1 , \quad r = 2\rho/(1 - \rho^2) , \quad \rho \in [0, 1) , \\
q &= (q^1) \in S^2 .
\end{align*}
\]

Following Penrose [104], we attach to \( M \) a boundary \( \mathcal{S}^+ \) by adding to the open ball \( B(0, 1) \) its boundary \( \partial B(0, 1) = S^2 \times \{ \rho = 1 \} \):

\[ \tilde{M} = \mathbb{R} \times B(0, 1) . \]

By an abuse of notation, we will represent \( \tilde{M} \) as \( \mathbb{R} \times S^2 \times [0, 1] \) using the spherical coordinates representation of the unit ball. The manifold with boundary \( \tilde{M} \) so defined is the standard conformal completion at \( \mathcal{S}^+ \) of \( M \). Let \( \mathcal{F}_\tau \) be the closure of \( \mathcal{S}_\tau \) in \( \tilde{M} \), set \( S_\tau = \partial \mathcal{F}_\tau = \mathcal{F}_\tau \cap \mathcal{S}^+ , \) cf. Figure 4.1. The \( S_\tau \)’s can be thought of as “spheres at infinity” on the hypersurfaces \( \mathcal{S}_\tau \).

We wish to use the formalism of Chapter 3 to construct the Hamiltonian description of the field dynamics (4.1) associated with motions of hypersurfaces in \( M \) or in \( \tilde{M} \). While some technicalities related to the convergence of the integrals considered will arise, the results here are, essentially, a direct application of the formalism developed there. Scalar fields on \( M \) can be viewed as sections of a trivial bundle

\[ \tilde{F} = \tilde{M} \times \mathbb{R} , \]

the natural completion of (4.2). For any manifold \( \Sigma \) with embedding \( i_\Sigma : \Sigma \to M \) (respectively \( \tilde{\Sigma} \) with embedding \( i_{\tilde{\Sigma}} : \tilde{\Sigma} \to \tilde{M} \)) the pull-back \( i_{\Sigma \!}' \) (respectively \( i_{\tilde{\Sigma} \!}' \)) acts trivially on the scalar field.
Here we use the notation $\Phi_{\Sigma}$ for the bundle $\Phi$ of Equation (3.2), etc. Now in our applications the hypersurface $\Sigma$ will consist of two pieces, 

$\Sigma = \Sigma \cup \Sigma_{\mathcal{F}^+}$,

(4.9)

with 

$i_{\Sigma} \equiv i_{\Sigma}|_{\Sigma}$, \quad $i_{\Sigma} : \Sigma \rightarrow M$, \quad $i_{\Sigma_{\mathcal{F}^+}} \equiv i_{\Sigma}|_{\Sigma_{\mathcal{F}^+}}$, \quad $i_{\Sigma_{\mathcal{F}^+}} : \Sigma_{\mathcal{F}^+} \rightarrow \mathcal{F}^+$.

In all the cases considered below $\Sigma$ will be an open ball of radius one, the image of which in $M$ will be a hyperbola. Further, it will be natural to glue $\partial \Sigma$ to a connected component of $\partial \Sigma_{\mathcal{F}^+}$, so that $\Sigma$ will actually be connected. Moreover, the motions $\psi$ of $\Sigma$ considered in this section will always arise from the flow of a vector field $X$ defined on $M$; we mention that this will not be the case for the $\mathcal{F}^+$-part of the dynamics in the phase space considered in Section 4.5. It is natural to choose

$\Psi = \psi \times id_R$.  

(4.10)

If we set

$\psi_{I \times \Sigma} \equiv \psi|_{I \times \Sigma}$, \quad $\psi_{I \times \Sigma_{\mathcal{F}^+}} \equiv \psi|_{I \times \Sigma_{\mathcal{F}^+}}$,

(4.11)

with the obvious corresponding definitions for $\Psi_{I \times \Sigma}$ and $\Psi_{I \times \Sigma_{\mathcal{F}^+}}$, then

$\Psi_{I \times \Sigma} = \psi_{I \times \Sigma} \times id_R$, \quad $\Psi_{I \times \Sigma_{\mathcal{F}^+}} = \psi_{I \times \Sigma_{\mathcal{F}^+}} \times id_R$.

Equation (3.10) gives then on $M$

$\mathcal{D}_X f = X^\mu \partial_\mu f = \mathcal{L}_X f$,  

(4.12)

where $\mathcal{L}_X$ denotes a Lie derivative along $X$.$^{2}$ Equation (3.41) leads thus to the following formula for the Hamiltonian:

$H(X, \mathcal{F}, p) = \int_\mathcal{F} (p^\mu \mathcal{L}_X f - X^\mu L) dS_\mu$.

(4.13)

Because we actually have

$P_M = V^* F \otimes \tilde{A}^n M \approx F \oplus \tilde{A}^n M$, 

$^{2}$ Actually, with the choice (4.10), the first equality in Equation (4.12) will hold throughout $\tilde{M}$ when $X$ at $\psi(\tau, q)$ is defined by (3.9). This will, however, not be the Lie derivative as defined in standard textbooks on differential geometry, when $X$ so constructed is not a vector field defined on $M$. For scalar fields the distinction is only of esthetic nature; however, it becomes essential for general tensor fields.
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where “≈” denotes “isomorphic to”, it is also natural to use the Lie derivative for the action of $\mathcal{D}_X$ on sections $p$ of that part $P_M$ of the space-time phase bundle $P$ which lies above $M$. With this choice the compatibility condition (3.42) holds.

It will be convenient to pass to the following coordinate system on $\tilde{M}$, adapted to the construction above: $(y^\mu) = (\omega, y_A, \rho)$, with $y^0 := \omega := t - \sqrt{1 + r^2} \in \mathbb{R}$ and $y^3 := \rho \in [0, 1]$ being equal to the first and the last component in the decomposition $\tilde{M} = \mathbb{R} \times S^2 \times [0, 1]$, whereas $(y^A) = (\theta, \varphi)$, $A = 1, 2$, are spherical coordinates on $S^2$. It induces the corresponding coordinate system $(\tilde{p}^\mu, f, y^\mu)$ on $\tilde{P}_M$. We will also write $\tilde{p}^0 = p^\omega$. In terms of those coordinates the Minkowski metric reads

$$\eta = \eta_{\mu\nu} \, dx^\mu \, dx^\nu = \Omega^{-2} \tilde{g}_{\mu\nu} \, dy^\mu \, dy^\nu \, ,$$

(4.14)

where

$$\tilde{g}_{\mu\nu} \, dy^\mu \, dy^\nu = - \left( 1 - \frac{\rho^2}{2} \right)^2 \, d\omega^2 - 2\rho \, d\omega \, d\rho + \, d\rho^2 + \rho^2 \tilde{h}_{AB} \, dy^A \, dy^B \, ,$$

(4.15)

and

$$\Omega = \frac{1 - \rho^2}{2} \, ,$$

(4.16)

and $\tilde{h}_{AB} \, dy^A \, dy^B = d\theta^2 + \sin^2 \theta \, d\varphi^2$. For future reference we note the formulae

$$\sqrt{|\det \eta|} = \frac{8 \rho^2 (1 + \rho^2)}{(1 - \rho^2)^2} \sin \theta \, ,$$

(4.17)

$$\eta^{\mu\nu} \partial_\mu \partial_\nu = \left( 1 - \frac{\rho^2}{1 + \rho^2} \right)^2 \left[ -\partial_\omega^2 - 2\rho \partial_\omega \partial_\rho + \left( 1 - \frac{\rho^2}{2} \right)^2 \partial_\rho^2 \right]$$

\begin{equation}
+ \left( 1 - \frac{\rho^2}{2\rho} \right)^2 \tilde{h}^{AB} \partial_A \partial_B \, , \end{equation}

(4.18)

$$\tilde{h}^{AB} \partial_A \partial_B = \partial_\theta^2 + \sin^2 \theta \partial_\varphi^2 \, .$$

(4.19)

Now, we are ready to impose boundary conditions on $\mathcal{I}^+$, or subsets thereof, for solutions of (4.1). Let $I \subset \mathbb{R}$, we define

$$\mathcal{I}^+_I = \cup_{\omega \in I} S_\omega \; ,$$

(4.20)

thus $\mathcal{I}^+_\mathbb{R} = \mathcal{I}^+$, and, e.g., $\mathcal{I}^+_{(\tau_-, \tau)} = \cup_{\omega \in (\tau_-, \tau)} S_\omega$ is a smooth null hypersurface contained in $\mathcal{I}^+$ with boundary $S_\tau \cup S_{\tau_-}$. Throughout this paper we will be interested only in those solutions of (4.1), which extend smoothly to $\mathcal{I}^+_{(\tau_-, \tau_1)}$ in the following sense: Under the conformal transformation of the metric,

$$\eta_{\mu\nu} \rightarrow \tilde{g}_{\mu\nu} = \Omega^2 \eta_{\mu\nu} \, ,$$

(4.21)
Equation (4.1) becomes
\[ \square_{\tilde{g}} \tilde{f} + \frac{1}{6} R(\tilde{g}) \tilde{f} = 0, \]  
(4.22)
with
\[ \tilde{f} = \frac{f}{\tilde{\Omega}}, \]
where \( R(\tilde{g}) \) is the Ricci scalar of the metric \( \tilde{g} \). We shall require that the function \( \tilde{f} \) be extendable by continuity to a smooth function on \( \tilde{M}_{[\tau_-, \tau]} = \cup_{\tau \in (\tau_-, \tau]} \tilde{\mathcal{F}}_\tau \). It can be seen, e.g. using Taylor expansions around \( \mathcal{F}^+ \), that this is equivalent to smooth extendability of \( f \) to \( \mathcal{F}^+_{[\tau_-, \tau]} \) together with the vanishing on \( \mathcal{F}^+_{[\tau_-, \tau]} \) of the extension so obtained. By an abuse of notation we shall use the same symbol \( \tilde{f} \) to denote this extension. See the Appendix B for a discussion of how to construct such solutions.

4.2 Energy: convergence of integrals

Suppose, thus, that \( f, f_a, \) and \( \delta f \) are smooth on \( \tilde{M} \) with \( f|_{\mathcal{I}^+} = f_a|_{\mathcal{I}^+} = \delta f|_{\mathcal{I}^+} = 0 \). In the coordinate system \((y^\mu)\) used above we can write
\[ f = \Omega \tilde{f}, \quad f_a = \Omega f_a, \quad \delta f = \Omega \delta \tilde{f}, \]  
(4.23)
for some functions \( \tilde{f}, f_a, \delta \tilde{f} \), smooth on \( \tilde{M} \). For \( \varepsilon > 0 \) let \( \mathcal{F} = \mathcal{F}_{\tau, \varepsilon} \equiv \mathcal{F}_\tau \cap \{ \rho \leq 1 - \varepsilon \} \). We would like to pass with \( \varepsilon \) to zero in (4.5) and (4.13), as well as in the variational Equation (3.48). This requires defining the phase spaces under consideration, and then checking the convergence of the integrals involved. We will actually proceed the other way round, first checking the convergence and/or the vanishing of the relevant integrals, to obtain a hint how the phase spaces should be defined. This will eventually lead to a definition of three possible phase spaces in Sections 4.3–4.5 below.

In the coordinates \((\omega, y^A, \rho)\) the only \( p^\mu \) terms, which contribute to (4.5) and (4.13), are those which involve \( p^\rho \). From (4.17)–(4.18) and (4.4) we have
\[ \Omega p^\rho = \frac{2 \rho^2 \sin \theta}{(1 + \rho^2)} \left[ \frac{\partial \tilde{f}}{\partial \omega} + \rho \frac{\partial \tilde{f}}{\partial \rho} - \frac{2 \rho^2}{1 - \rho^2} \tilde{f} \right]. \]  
(4.24)
Now in (4.5) we have \( f_a = \frac{1}{\rho^2} f_a = O(1 - \rho) \) while \( \frac{1}{\rho^2} \tilde{p} \) blows up as \( 1/(1 - \rho) \) at \( \mathcal{F}^+ \), and a naive inspection of (4.5) suggests that the integral over \( \mathcal{F}_{\tau, \varepsilon} \) will diverge in the limit. However, because of the antisymmetry of \( \Omega \) in \( f_a \), the offending term \( 2\rho^2 \tilde{f}/(1 - \rho^2) \) from (4.24) drops out when inserted in (4.5). It is convenient to define the scalar density \( \tilde{p} \equiv \tilde{p}^\rho \) on \( \mathcal{F}_\tau \), which in the coordinate system \((\rho, y^A)\) equals
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\[ \tilde{p} = \frac{2\rho^2 \sin \theta}{(1 + \rho^2)} \left[ \frac{\partial \tilde{f}}{\partial \omega} + \rho \frac{\partial \tilde{f}}{\partial \rho} \right]. \tag{4.25} \]

With this definition one obtains

\[ \Omega_S \tau \left( (\delta_1 \tilde{p}, \delta_1 \tilde{f}), (\delta_2 \tilde{p}, \delta_2 \tilde{f}) \right) \equiv \int_{S^\tau} (\delta_1 \tilde{p} \delta_2 \tilde{f} - \delta_2 \tilde{p} \delta_1 \tilde{f}) \, d\rho \, d\theta \, d\varphi, \tag{4.26} \]

with \((\tilde{p}_a, \tilde{f}_a), a = 1, 2\), related to \(\tilde{f}_a\) by the formulae above. (4.26) is obviously well defined when \(\delta_1 \tilde{f}\) and \(\delta_2 \tilde{f}\) are smooth on \(\tilde{M}\).

We see that the parameterization of the phase space in terms of the quantities \((\tilde{p}, \tilde{f})\), instead of the original quantities \((p, f)\) enables us to rewrite all the integrals over hyperboloids in terms of manifestly finite quantities. Formula (4.26) shows that this reparameterization is, loosely speaking, a canonical transformation.

We note that the quantity \(\tilde{p}\) could have been derived as a “momentum canonically conjugate to \(\tilde{f}\)” from the following, modified Lagrangian:

\[ \tilde{L} := L + \frac{1}{2} \partial_{\nu} \left( \sqrt{-\eta} \eta^\mu\nu \Omega_{,\mu} \Omega^{-1} f^2 \right) \]

\[ = -\frac{1}{2} \sqrt{-\tilde{g}} \tilde{g}^{\mu\nu} \tilde{f}_\mu \tilde{f}_\nu + \frac{1}{12} \sqrt{-\tilde{g}} R(\tilde{g}) \tilde{f}^2. \tag{4.27} \]

Indeed, putting

\[ \tilde{p}^\mu := \frac{\partial \tilde{L}}{\partial \tilde{f}_\mu} = -\sqrt{-\tilde{g}} \tilde{g}^{\mu\nu} \partial_\nu \tilde{f} \]

\[ = -\Omega^2 \sqrt{-\eta} \eta^{\mu\nu} \left[ \frac{1}{\Omega} \partial_\nu f - \frac{f}{\Omega^2} \partial_\nu \Omega \right] \]

\[ = \Omega p^\mu + \frac{1}{2} \tilde{f} \sqrt{-\eta} \eta^{\mu\nu} \partial_\nu \Omega^2, \tag{4.28} \]

we obtain \(\tilde{p} = \tilde{p}^\omega\) and it is precisely the last, non-homogeneous term which was dropped out when passing from (4.24) to (4.25). For fields \(\tilde{f}\) considered here, the function \(\tilde{L}\) may be extended to \(\mathcal{R}^+\) by continuity, which is not the case for \(L\). We stress, however, that we do not change the Lagrangian, which would imply change of the reference system for momenta and — consequently — change of the Hamiltonian (see formula (3.54) and the discussion below).

In particular, the derivative \(\mathcal{D}_X\) is always calculated with respect to the previous structure, carried by the variable \(f\):

\[ \mathcal{D}_X \tilde{f} \equiv \frac{1}{\Omega} \mathcal{D}_X f = \frac{1}{\Omega} \mathcal{L}_X (\Omega \tilde{f}) = \mathcal{L}_X \tilde{f} + \tilde{f} \frac{1}{\Omega} \mathcal{L}_X \Omega. \]

(The leftmost equality above is the transformation law for a connection.)

Let us pass to the analysis of the convergence of the integral (4.13). Consider, first, the case when \(X\) is the vector field generating time translations:
The corresponding Hamiltonian is the field energy. With \( X \) as in Equation (4.29) the multiplication by \( \Omega \) commutes with \( \mathcal{L}_X \) because \( \mathcal{L}_X \Omega \equiv 0 \), which simplifies somewhat the analysis. In this case, the “space density”

\[
p^\omega \mathcal{L}_X f = \frac{1 - \rho^2}{2} \mathcal{L}_X \tilde{f}
\]

blows up as \( 1/(1 - \rho) \) at \( \mathcal{S}^+ \). However, there is a cancellation with a similar term in \( L \) which leads to

\[
H^\omega(X, p) = p^\omega \mathcal{L}_X f - L
= \frac{\rho^2 \sin \theta}{(1 + \rho^2)} \left\{ \frac{\partial \tilde{f}}{\partial \omega} + \left[ \partial_\rho \left( \frac{1 - \rho^2}{2} \tilde{f} \right) \right] \right\}
+ \frac{1 + \rho^2}{4} \sin \theta \tilde{f}^{AB} \partial_A \tilde{f} \partial_B \tilde{f} .
\]

(4.30)

It follows that we can safely pass to the limit \( \varepsilon \to 0 \) in \( H(X, \mathcal{S}_{\tau, \varepsilon}, p) \) to obtain a finite and well defined \( H(X, \mathcal{S}_{\tau}, p) \) when \( \tilde{f} \in C^\infty(\tilde{M}) \). Moreover, as we have already seen in the derivation of formula (4.26), the non-homogeneous terms coming from \( \delta \tilde{p} \) and from \( \mathcal{L}_X \tilde{p} \) cancel when inserted into the form \( \Omega \mathcal{S}_{\tau} \):

\[
\mathcal{L}_X \tilde{f} \delta p - \mathcal{L}_X p \delta \tilde{f} = \mathcal{L}_X \tilde{f} \delta \tilde{p} - \mathcal{L}_X \tilde{p} \delta \tilde{f} ,
\]

(as \( X = \partial / \partial \omega \), we actually have \( \mathcal{L}_X \tilde{p} = \tilde{p}_{\omega} \)). This implies that the potentially dangerous terms in (3.45) cancel, so that (3.48) can be rewritten as

\[
-\delta H(X, \mathcal{S}_{\tau}, p) = \int_{\mathcal{S}_{\tau}} (\mathcal{L}_X \tilde{p} \delta \tilde{f} - \mathcal{L}_X \tilde{f} \delta \tilde{p})
+ \lim_{\varepsilon \to 0} \int_{\partial \mathcal{S}_{\tau, \varepsilon}} \Omega X^{\lambda \mu p^\alpha} \delta \tilde{f} dS_{\mu \alpha} ,
\]

with

\[
H(X, \mathcal{S}_{\tau}, p) := \int_0^1 d\rho \int_{S^2} H^\omega(X, p) d\theta d\varphi .
\]

(4.31)

(4.32)

Also the boundary integral over \( \partial \mathcal{S}_{\tau, \varepsilon} \) in (4.31) converges when \( \varepsilon \to 0 \) because the only term \( \rho^\mu \), which gives a non-vanishing contribution, is the one involving \( \rho^\rho \), which by (4.15)-(4.19) reads

\[
\Omega \rho^\rho = \frac{2 \rho^2 \sin \theta}{1 + \rho^2} \left\{ \frac{\partial \tilde{f}}{\partial \omega} - \frac{1 - \rho^2}{2} \partial_\rho \left[ \frac{1 - \rho^2}{2} \tilde{f} \right] \right\} .
\]

(4.33)

On the boundary \( \partial \mathcal{S} = \{ \rho = 1 \} \) it reduces to
\( \tilde{p}^\rho = \Omega p^\rho = \sin \theta \frac{\partial \tilde{f}}{\partial \omega} \). 

(4.34)

Hence, Equations (4.31)–(4.33) yield in the limit:

\[- \delta H(X, \mathscr{S}_+, p) = \Omega_{\mathscr{S}_+} (L_X \tilde{p}, L_X \tilde{f}) + \int_{\partial \mathscr{S}_+} \frac{\partial \tilde{f}}{\partial \omega} \delta \tilde{f} \sin \theta \, d\omega \, d\varphi.\]

(4.35)

A similar analysis may be performed for that part of \( \tilde{\Sigma} \), which is mapped by \( \psi \) to the boundary \( I^+ \) of \( \tilde{M} \). The relevant field data will be described by the value on \( I^+ \) of (the extended field) \( \tilde{f} \), which we denote by \( \chi \):

\( \chi(\omega, y^A) \equiv \tilde{f}(\omega, \rho = 1, y^A), \quad \delta \chi(\omega, y^A) \equiv \delta \tilde{f}(\omega, \rho = 1, y^A). \)

(4.36)

Formula (4.34) for the corresponding momentum \( \tilde{p}^\rho \) is a (Hamiltonian) constraint in the phase space of the field data on \( I^+ \). Equation (4.5) yields the following formula for the symplectic structure in the space of functions \( \chi \):

\[ \Omega_{I^+}(\delta_1 \chi, \delta_2 \chi) \equiv \lim_{\epsilon \to 0} \int_{(\rho = 1-\epsilon) \times I \times S^2} (\delta_1 p^\rho \delta_2 f - \delta_2 p^\rho \delta_1 f) \, dS_\mu \]

\[ = \lim_{\epsilon \to 0} \int_{\tau \in I} d\tau \int_{S^2} (\delta_1 p^\rho \delta_2 f - \delta_2 p^\rho \delta_1 f) \bigg|_{\rho = 1-\epsilon} \sin \theta \, d\theta \, d\varphi \]

\[ = \int_{\tau \in I} d\tau \int_{S^2} \left( \frac{\partial \delta_1 \chi}{\partial \omega} \delta_2 \chi - \frac{\partial \delta_2 \chi}{\partial \omega} \delta_1 \chi \right) \sin \theta \, d\theta \, d\varphi. \]

(4.37)

Here we have used Equation (4.33). The corresponding Hamiltonian density reads:

\[ H^\rho(X, \chi) = (p^\rho L \tilde{X} f - X^\rho L) \bigg|_{I^+} = (\tilde{p}^\rho \tilde{L} \tilde{f}) \bigg|_{I^+} = \sin \theta \left( \frac{\partial \chi}{\partial \omega} \right)^2. \]

(4.38)

In this context Equation (3.48) takes the following form:

\[- \delta H(X, \mathscr{S}_{[r-, r]}^+, \chi) = \Omega_{\mathscr{S}_{[r-, r]}^+} (L_X \chi, \delta \chi) \]

\[ + \int_{S_{r-}, r} \frac{\partial \chi}{\partial \omega} \delta \chi \sin \theta \, d\theta \, d\varphi - \int_{S_{r-, r}} \frac{\partial \chi}{\partial \omega} \delta \chi \sin \theta \, d\theta \, d\varphi, \]

(4.39)

where

\[ H(X, \mathscr{S}_{[r-, r]}^+, \chi) = \int_{\tau_-}^\tau d\omega \int_{S^2} H^\rho(X, \chi) \, d\theta \, d\varphi. \]

Formula (4.39) has been derived in a rather general formalism, in which the presence of constraints — or lack thereof — was hidden in the formalism. It is instructive to rederive it directly for the system constrained by Equation (4.34); we have
4.3 The phase space $\mathcal{P}_{(-\infty,0]}$

Throughout the discussion above we have assumed that solutions of the wave equation, which are smooth on $\tilde{M}$, exist, this question is discussed in detail in Appendix B. Using the information contained there, we are ready now to pass to the description of various phase spaces in which hyperboloids moving in $\tilde{M}$ induce a Hamiltonian dynamical system. The first such phase space we consider is that of appropriate data (Cauchy on $\mathcal{I}_-$, and characteristic on $\mathcal{I}_+$) for solutions of the wave equation on $\mathbb{R}^{1,3}$ such that $\tilde{f}|_{\mathcal{I}_+}$ is smooth and $\omega$-independent for large negative values of $\omega$. We shall follow the philosophy adopted in Chapter 3, and use different symbols for fields defined on $\tilde{M}$, as compared to those on the model space $\Sigma \times \mathbb{R}$. More precisely, let $\mathcal{P}_{(-\infty,0]}$ denote the space of triples $(\tilde{\pi}, \tilde{\phi}, c)$ such that:

- $\tilde{\pi}$ is a smooth-up-to-boundary function on $B(0,1)$ (recall that we are identifying $B(1)$ with a unit hyperboloid in $\mathbb{R}^{1,3}$ using Equations (4.6)–(4.7));
- $\tilde{\pi}$ is a density on $B(0,1)$, which is proportional to the two-volume density on $S^2$ (in spherical coordinates $(\theta, \varphi)$ equal to $\sin \theta$), with the proportionality coefficient smooth-up-to-boundary on $\overline{B(0,1)}$;
- $c$ is a smooth function on $(-\infty, 0] \times S^2$ (which should be thought of here as being a subset of $\mathcal{I}^+$), with $\partial c/\partial \omega$ compactly supported;
- $(\tilde{\pi}, \tilde{\phi}, c)$ satisfy the corner conditions to all orders (cf. Appendix B). In particular, the continuity condition reads:

\[ \tilde{\phi} \big|_{\rho=1} = c|_{\omega=0}, \quad (4.42) \]

and the differentiability condition implied by (4.25) reads:

\[ \left( \frac{\tilde{\pi}}{\sin \theta} - \frac{\partial \tilde{\phi}}{\partial p} \right) \bigg|_{\rho=1} = \frac{\partial c}{\partial \omega} \bigg|_{\omega=0} \quad (4.43) \]

\[ ^{3} \text{A somewhat similar phase space has already been considered in [9] and [83].} \]
(a finite number of corner conditions would suffice if finite differentiability of $\Omega^{-1} f$ on $M$ is only required).

Loosely speaking, the couple $(\tilde{\pi}, \tilde{\phi})$ can be thought of as the value of the couple $(\tilde{p}, \tilde{\phi})$ on the hyperboloid $\mathcal{I}_0$, while $c$ can be thought of as the value of $\tilde{\phi}$ on $\mathcal{I}^+_{(-\infty,0]}$; cf. Equation (4.49) below.

Given $(\tilde{\pi}, \tilde{\phi}, c)$, one solves the wave Equation (4.22) with initial data

$$
(\Omega^{-1})_{\mathcal{I}_0} = \tilde{\phi},
$$

$$
(\nabla^\omega f)_{\mathcal{I}_0} = \frac{1}{\sqrt{-\det \eta}} p^\omega(\tilde{\pi}, \tilde{\phi}),
$$

$$
(\lim_{\Omega \to 0} f \Omega^{-1})_{\mathcal{I}^+_{(-\infty,0]}} = c,
$$

with $p^\omega(\tilde{\pi}, \tilde{\phi})$ — a solution of Equation (4.28) with $\mu = \omega$, $\tilde{f} = \tilde{\phi}$ and $\tilde{p}^\omega = \tilde{\pi}$. Then $(\tilde{\pi}_t, \tilde{\phi}_t)$ will be calculated from $f$ using Equations (4.44)–(4.45) with $\mathcal{I}_0$ replaced by $\mathcal{I}_t$, while $c_t$ is obtained from

$$
c_t(\omega, \theta, \phi) = \left( \lim_{\Omega \to 0} (\tilde{f} \Omega^{-1}) \right) (\omega - t, \theta, \phi). \tag{4.47}
$$

We then set

$$
T_t((\tilde{\pi}, \tilde{\phi}, c)) \equiv (\tilde{\pi}_t, \tilde{\phi}_t, c_t). \tag{4.48}
$$

In summary, in local coordinates $(\omega, x^A, \rho)$ on $\tilde{M}$ we have

$$
\tilde{\pi}_t(x^A, \rho) = \tilde{p}(t, x^A, \rho),
$$

$$
\tilde{\phi}_t(x^A, \rho) = \tilde{f}(t, x^A, \rho),
$$

$$
c_t(\omega, x^A) = \chi(\omega - t, x^A). \tag{4.49}
$$

One expects that the condition, that $\partial c/\partial \omega$ is compactly supported, implies that at fixed Minkowskian time and for large $r$ the field $f$ behaves as $c(\theta, \phi)/r + O(r^{-2})$, with $\partial f/\partial t = O(r^{-2})$, but no rigorous estimates of this kind exist so far.

Note that in (4.41) and (4.37) the interval $[\tau_-, \tau]$ can be replaced by $(-\infty, 0]$ since $\frac{d\tau}{\Omega}$ and $\frac{d\delta c}{\Omega}$ have compact support. Further, the integral over $S_\tau$ in (4.41) vanishes for large negative $\tau_-$, so that it will give no contribution when passing to the limit $\tau_- \to -\infty$. It follows from Equation (4.41) with $[\tau_-, \tau]$ replaced by $(-\infty, 0]$ that the dynamics is Hamiltonian in the sense of Chapter 2.1, which we desired to show. The Hamiltonian $H(\cdot)$ as defined by Equation (2.2) equals

$$
H(\frac{\partial}{\partial \omega}, \mathcal{I}_0 \cup \mathcal{I}^+_{(-\infty,0]}) = H(\frac{\partial}{\partial \omega}, \mathcal{I}_0) + H(\frac{\partial}{\partial \omega}, \mathcal{I}^+_{(-\infty,0]})
$$

$$
= \int_0^1 d\rho \int_{S^2} H^\omega(X,p) d\theta d\varphi
$$

$$
+ \int_{-\infty}^0 d\omega \int_{S^2} \sin \theta \left( \frac{\partial c}{\partial \omega} \right)^2 d\theta d\varphi, \tag{4.50}
$$

where

$$
H(\omega, \theta, \phi) = \int_{S^2} \sum_{\mu = 0}^\infty \frac{(2\mu+1)}{4\pi} m_\mu^\omega \left( \left( \frac{\partial f}{\partial x^A} \right)^2 - \frac{\partial^2 f}{\partial x^A \partial x^{A'}} \frac{\partial x^{A'}}{\partial x^B} \delta_{AB} \right) \sin \theta \left| \nabla^\omega f \right|^2 d\theta d\varphi,
$$

and

$$
\delta_{AB} = \begin{cases} 1 & \text{if } A = B, \\ 0 & \text{if } A \neq B. \end{cases}
$$
with $H^\nu{}(X, p)$ given by Equation (4.30). This quantity is nothing but the integral over $\mathcal{I}_0 \cup \mathcal{I}^+_t \mathcal{I}^-_{-\infty, 0}$ of the standard energy-momentum tensor $\mathcal{T}^\mu\nu$ of a massless scalar field (cf. Equation (3.52)) contracted with the Killing vector $X = \frac{\partial}{\partial t}$. Since $\mathcal{T}^\mu\nu X^\nu$ has vanishing divergence, one expects that the numerical value of $H$ equals the “ADM energy” $H_{ADM}$ of $f$ (that is, $H$ defined by Equation (2.3), with $\mathbb{R}^3$ there being thought of as a hypersurface of constant standard Minkowskian time). To establish such an equality one would, however, need to have better control of $f$ near $i^0$ than what follows from continuity of $\tilde{f}$ on $\mathcal{M}$. We simply note that for fields in $\mathcal{P}_{(-\infty, 0]}$ we have

$$H_{ADM} \leq H$$

(in particular $H_{ADM}$ will be finite), and that equality holds if e.g. $f|_{t=0}$ and $\frac{\partial f}{\partial t}|_{t=0}$ are compactly supported. Since $\mathcal{P}_{(-\infty, 0]}$ is a vector space, it is path connected, which implies that $H$ is uniquely defined up to a constant. The freedom of choice of that constant can be gotten rid of by requiring that $H$ vanishes on the trivial field configuration $(\tilde{\pi}, \tilde{\phi}, c) \equiv (0, 0, 0)$.

### 4.4 The phase space $\mathcal{P}_{[-1, 0]}$

In some situations it might be convenient to consider solutions of the field equations, which are defined only to the future of a prescribed hyperboloid $\mathcal{I}_\alpha$, or on a neighbourhood thereof. This will be particularly apparent in the case of the gravitational field, where no global existence theorem of the kind we have for the linear massless scalar field holds. Our next phase space $\mathcal{P}_{[-1, 0]}$ corresponds to such a situation: $\mathcal{P}_{[-1, 0]}$ is defined as the space of triples $(\tilde{\pi}, \tilde{\phi}, c)$, where $(\tilde{\pi}, \tilde{\phi})$ are as in $\mathcal{P}_{(-\infty, 0]}$, while the $c$’s are smooth functions on $[-1, 0] \times S^2$ such that $\partial c/\partial \omega = 0$ in a neighbourhood of $\{-1\} \times S^2$. We can extend $c$ to a smooth function $\tilde{c}$ defined on $(-\infty, 0]$, and then set $T_i(\tilde{\pi}, \tilde{\phi}, c) = (\tilde{\pi}_i, \tilde{\phi}_i, \tilde{c}_i|_{[-1, 0]})$, where $(\tilde{\pi}_i, \tilde{\phi}_i, \tilde{c}_i)$ have been defined as in $\mathcal{P}_{(-\infty, 0]}$ using $\tilde{\phi}$. Suppose, then, that $(\tilde{\pi}, \tilde{\phi}, c) \in \mathcal{P}_{[-1, 0]}$ is such that $\partial c/\partial \omega = 0$ on $[-1, \alpha] \times S^2 \subset [-1, 0] \times S^2$; and that $\alpha$ is the largest number in $[0, 1]$ with this property. We note that the $\mathcal{I}^+$ component of the dynamics on $\mathcal{P}$, that is, the dynamics of $\tilde{c}$, is essentially a shift in the first variable of $\tilde{c}$, so that we will have $\partial \tilde{c}_i(\omega, y^4)/\partial \omega = 0$ on $[-1, -1 + \alpha - \tau] \times S^2$ as long as $t \in [0, \alpha]$. For $t > \alpha$ the function $\tilde{c}_i$ will in general not be constant in $\omega$ on $(-\infty, -1]$, and will therefore not correspond to a function in $\mathcal{P}_{[-1, 0]}$ any more. Thus $T_i$ is only defined for an interval of positive times depending upon the point $(\tilde{\pi}, \tilde{\phi}, c)$ of $\mathcal{P}_{[-1, 0]}$, hence is only a local dynamical system. While this might be considered as an unsatisfactory feature, we emphasize that this is typical for those nonlinear theories (such as Einstein equations) where blow up in finite time occurs, so that this kind of behaviour has to be accepted. Formula (4.41) with $[\tau_-, \tau] = [-1, 0]$ shows that the dynamics is Hamiltonian, with
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\[ H(\cdot) = H\left( \frac{\partial}{\partial \omega}, \mathcal{S}_0 \cup \mathcal{S}_{[-1,0]} \right), \]  

(4.51)

and

\[ \Omega \left( (\delta_1 \tilde{\pi}, \delta_1 \tilde{\phi}, \delta_1 c), (\delta_2 \tilde{\pi}, \delta_2 \tilde{\phi}, \delta_2 c) \right) \]

\[ \equiv \Omega_{\mathcal{S}_0} \left( (\delta_1 \tilde{p}, \delta_1 \tilde{f}), (\delta_2 \tilde{p}, \delta_2 \tilde{f}) \right) + \Omega_{\mathcal{S}_{[-1,0]}} (\delta_1 \chi, \delta_2 \chi). \]  

(4.52)

Here the \((\tilde{p}_a, \tilde{f}_a)^\prime, a = 1, 2,\) have been identified with the \((\tilde{\pi}_a, \tilde{\phi}_a, c)^\prime\) using Equation (4.49) with \(t = 0.\) This follows from the fact that \(\frac{\partial c}{\partial \omega} \big|_{S_{[-1,0]}} = 0,\) so that the integral over \(S_{[-1,0]}\) in (4.41) vanishes. Since \(\mathcal{T}^\nu \mathcal{X}_\nu\) is divergence-free we have

\[ H(\cdot) = H\left( \frac{\partial}{\partial \omega}, \mathcal{S}_{[-1,0]} \right), \]  

(4.53)

a quantity which we call the Trautman–Bondi energy of \(f\) on the hyperboloid \(\mathcal{S}_{[-1,0]}\). We note, however, that (4.52) is explicitly expressible in terms of \((\tilde{\pi}, \tilde{\phi}, c),\) while (4.53) is not: the calculation of (4.53) requires solving backwards in time the wave equation with the data \((\tilde{\pi}, \tilde{\phi}, c)\) to obtain the relevant fields on \(\mathcal{S}_{[-1,0]}\). \(\mathcal{P}_{[-1,0]}\) is again a vector space, so that the Hamiltonian \(H\) is defined up to an additive constant. There is, however, an essential ambiguity which arises here if we try to represent \(H\) as a functional defined over all field configurations, not only those that have vanishing time derivatives in a neighbourhood of \(S_{[-1,0]}\). Indeed, we can add to \(H\) any functional of \(c\) and a finite number of its derivatives at \(S_{[-1,0]}\), which has the property that it vanishes when \(\frac{\partial c}{\partial \omega} \big|_{S_{[-1,0]}} = 0.\) From the phase space point of view this will be identical with \(H,\) but will not coincide with it for general fields which are not in \(\mathcal{P}_{[-1,0]}\). This is discussed in more detail in Section 4.6.

4.5 The phase space \(\mathcal{P}_{[-1,0]}\)

To obtain the last Hamiltonian description of the dynamics, we have “killed” the boundary term in (4.41) by imposing the condition \(\frac{\partial c}{\partial \omega} \big|_{S_{[-1,0]}} = 0\) in a neighbourhood of \(S_{[-1,0]}\). Let us show now that a Hamiltonian description of the field dynamics on \(\mathcal{S}^+_\alpha\) is also possible without imposing any such conditions, provided one accepts to use time-dependent Hamiltonians. In the notation of Equation (4.9), let

\[ \Sigma_{\mathcal{S}^+_\alpha} = [-1, 0] \times S^2, \]

and let

\[ \psi_{I \times \Sigma_{\mathcal{S}^+_\alpha}} : (-1, \infty) \times \Sigma_{\mathcal{S}^+_\alpha} \to \mathcal{S}^+ \]

be any family of maps, which act trivially on the \(S^2\) factor of \(\Sigma_{\mathcal{S}^+_\alpha},\)

\[ \psi_{I \times \Sigma_{\mathcal{S}^+_\alpha}} (\tau, \omega, x^A) = (\sigma_\tau (\omega), x^A) \in \mathbb{R} \times S^2 \approx \mathcal{S}^+. \]
Here $(\sigma_t)_{t>-1}$ is any smooth family of smooth orientation preserving diffeomorphisms from $[-1,0]$ to $[-1,t]$, with $\sigma_0(u) = u$. Let $\mathcal{P}_{[-1,0]}$ be the space of triples $(\bar{\pi}, \bar{\phi}, c)$ defined as for $\mathcal{P}_{[-1,0]}$, except that we do not impose the condition of $\partial c/\partial \omega$ at $S_{-1}$. Given a “time” $t > -1$ and a point $(\bar{\pi}, \bar{\phi}, c) \in \mathcal{P}_{[-1,0]}$ we construct for any $s > -1$ the evolution map $T_{s,t}$ (depending upon $\sigma$) as follows: Let $f$ be the solution of the massless wave equation defined on the causal future $J^+(S_{-1}, \tilde{M})$ of $S_{-1}$ in $\tilde{M}$ such that $\tilde{\phi}$ and $\tilde{\pi}$ correspond to the initial data for $f$ on $S_{s}$ in the sense already described, cf. Equations (4.23) and (4.25), and such that

$$\lim_{\Omega \to 0} \left( \Omega - 1 \right) f = c.$$  

Then we define $(\tilde{\pi}_s, \tilde{\phi}_s, c_s)$ by calculating the initial data $(\tilde{\pi}_s, \tilde{\phi}_s)$ corresponding to $f$ on $S_{s}$, while $c_s$ is obtained from the equation

$$c_s = \left( \lim_{\Omega \to 0} \left( \Omega - 1 \right) f \right) \circ \sigma^{-1}_s.$$  

Finally, we set

$$T_{s,t}((\tilde{\pi}, \tilde{\phi}, c)) \equiv (\tilde{\pi}_s, \tilde{\phi}_s, c_s).$$

We note that with this definition we have $(\tilde{\pi}_t, \tilde{\phi}_t, c_t) = (\tilde{\pi}, \tilde{\phi}, c)$, hence $T_{t,t} = \text{id}$, as expected. During such an evolution the hyperboloid part of $\Sigma$ moves along the flow of the vector field $\partial/\partial \omega$, as before. Consequently, the hyperboloid part of the Hamiltonian is given by the previous formula (4.32). To calculate the remaining, $\mathcal{F}^+$ part of the Hamiltonian (3.33), observe first that $\mathcal{L}_c$ in (3.33) vanishes because the vector field $\partial/\partial \omega$ is tangent to $\mathcal{F}^+$, we thus need to calculate $\partial c/\partial \tau$. Now, formulae (4.54) and (4.55) imply for $\tilde{\omega} \in [-1,0]$:

$$c_t \left( \sigma_t^{-1}(\tilde{\omega}) \right) = c_s \left( \sigma_s^{-1}(\tilde{\omega}) \right).$$

Setting $s = t + \epsilon$ and denoting $\omega := \sigma_t^{-1}(\tilde{\omega}) \in [-1,0]$, we obtain:

$$c_{t+\epsilon}(\omega) = c_t \left( \sigma_t^{-1} \circ \sigma_{t+\epsilon}(\omega) \right).$$

The derivation of the above equation with respect to $\epsilon$ at $\epsilon = 0$ gives

$$\frac{\partial c_t}{\partial \tau}(\omega) = Z \cdot c_t(\omega),$$

where $Z$ denotes the following (time dependent) vector field on $\mathbb{R} \times \mathcal{F}^+_{[-1,0]}$:

$$Z(t, \omega) \equiv Z_t(\omega) \frac{\partial}{\partial \omega} = \frac{\partial \left( \sigma_t^{-1} \circ \sigma_{t+\epsilon} \right)}{\partial \epsilon} \Big|_{\epsilon=0} \frac{\partial}{\partial \omega}. $$

Inserting this into (3.33) yields
Hence
\[ H\left(\frac{\partial}{\partial \omega}, \mathcal{S}_0 \cup \mathcal{S}_{\tau}^+[-1,0]\right) = \int_0^1 dp \int_{S^2} H^\omega(X, p) \, d\theta \, d\varphi + \int_{[-1,0]} d\omega \int_{\times S^2} \sin \theta \left(\frac{\partial c}{\partial \omega}\right)^2 Z_\tau(\omega) \, d\theta \, d\varphi, \quad (4.60) \]

with \( H^\omega \) given by Equation (4.30). Moreover, the boundary terms in (4.39) are multiplied by the value \( Z_\tau(0) \equiv 1 \) (the first one) and by \( Z_\tau(-1) \equiv 0 \) (the last one). Hence, gluing together the hyperboloid with the \( \mathcal{S}^+ \) part gives us the formula analogous to (4.41) with no boundary term.

In full analogy with formula (4.40), the fact that \( H_{\mathcal{S}^+[-1,0]}(c, \tau) \) given by Equation (4.59) is a Hamiltonian for the dynamics (4.57) may be checked directly by inspection:

\[
\delta \left[ \left(\frac{\partial c}{\partial \omega}\right)^2 Z_\tau(\omega) \right] = 2Z_\tau(\omega) \frac{\partial c}{\partial \omega} \frac{\partial \delta c}{\partial \omega} = Z_\tau(\omega) \frac{\partial c}{\partial \omega} \frac{\partial \delta c}{\partial \omega} + \frac{\partial}{\partial \omega} \left( Z_\tau(\omega) \frac{\partial c}{\partial \omega} \delta c \right) - \frac{\partial}{\partial \omega} \left( Z_\tau(\omega) \frac{\partial c}{\partial \omega} \right) \delta c \\
= \frac{\partial \delta c}{\partial \omega} \left( Z_\tau(\omega) \frac{\partial c}{\partial \omega} + \frac{\partial}{\partial \omega} \left( Z_\tau(\omega) \frac{\partial c}{\partial \omega} \right) \delta c \right), \quad (4.61)
\]

which gives the claimed result when integrated over \( \mathcal{S}^+[-1,0] \).

### 4.6 The preferred Hamiltonian role of the Trautman–Bondi energy for scalar fields

In physics one would like to be able to determine the maximal amount of energy which can be extracted out of a given field configuration. Hamiltonian frameworks have often been used as devices for producing candidates for the appropriate energy expressions. Now, a Hamiltonian approach can only give a convincing result if the expressions so obtained are unique. As already pointed out at the end of Chapter 2.1, Hamiltonians are indeed unique (modulo an additive constant), when the form \( \Omega \) and the vector field \( \mathcal{X}_\tau \) of (2.7) are prescribed, and when the phase space is path connected. Now, we have just seen that for a massless scalar field in a radiation regime several phase spaces can be constructed. In each of these spaces the hyperboloids are moved by rigid time translations in Minkowski space, but the numerical values of the Hamiltonians differ (in so far as they can be compared at all, which in itself
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points out to yet another uniqueness problem). Now, in all the Hamiltonian systems associated with the time translations that are constructed in Chapter 4, one of the terms, that always appears in the Hamiltonian, is the Trautman–Bondi energy of the scalar field on a hyperboloid:

$$E_{TB}(\mathcal{S}) = \int_{\mathcal{S}} T^\mu_\nu X^\nu dS_\mu, \quad (4.62)$$

$$X^\nu \partial_\nu = \partial_\omega, \quad T^\mu_\nu = \nabla^\mu f \nabla_\nu f - \frac{1}{2} \nabla^\alpha f \nabla_\alpha f \delta^\mu_\nu, \quad dS_\mu$$

as in Equation (3.38). In this section we wish to analyze in detail in which sense the “energy” (4.62) plays a preferred role in our considerations in this paper. Consider, first, the phase space \(\mathcal{P}_{(-\infty,0]}\) of Chapter 4; in this phase space the Hamiltonian \(H\) is the sum of the Trautman–Bondi energy of \(\mathcal{S}_0\) and of a term which can be interpreted as the flux of the energy radiated through \(\mathcal{I}^+\). One expects that for a large class of fields \(H\) will be equal to the ADM energy (2.3) of the field, calculated at any hypersurface of constant Minkowskian time \(t\). From this point of view the separation of \(H\) into the Trautman–Bondi energy (4.62) and a flux term might be thought as a convenient way of calculating the ADM energy. However, one can write a lot of other splittings the ADM energy into “a \(\mathcal{S}_0\) contribution and a \(\mathcal{I}^+\) contribution”, and the Hamiltonian approach does not distinguish between these. In any case the phase space \(\mathcal{P}_{(-\infty,0]}\) contains only fields with very special behaviour for large early times on \(\mathcal{I}^+\): this does not seem to be a natural condition when talking about the energy of a field configuration on a given hyperboloid, say \(\mathcal{S}_0\).

Naively, the situation seems to be better in \(\mathcal{P}_{[-1,0]}\) where, as already mentioned in the paragraph following Equation (4.50), the numerical value of the Hamiltonian equals \(E_{TB}(\mathcal{S}_{-1})\). However, consider any functional \(\hat{H}\) of the form

$$\hat{H} = E_{TB}(\mathcal{S}_{-1}) + \int_{\mathcal{S}_{-1}} F \left[ \chi|_{\mathcal{S}_{-1}}, \frac{\partial \chi}{\partial \omega} \right]_{\mathcal{S}_{-1}} + \ldots + \frac{\partial^k \chi}{\partial \omega^k} \right]_{\mathcal{S}_{-1}} + a, \quad (4.63)$$

where \(a\) is a constant, and \(F\) is a density depending differentiably upon the arguments indicated together with a finite number of angular derivatives thereof, which satisfies

$$\int_{\mathcal{S}_{-1}} F \left[ \chi|_{\mathcal{S}_{-1}}, 0, \frac{\partial^2 \chi}{\partial \omega^2} \right]_{\mathcal{S}_{-1}} + \ldots + \frac{\partial^k \chi}{\partial \omega^k} \right]_{\mathcal{S}_{-1}} = 0. \quad (4.64)$$

From Equation (4.35) we have:

$$-\delta \hat{H} = \int_{\mathcal{S}_{-1}} \left( \mathcal{L}_\chi \delta f - \mathcal{L}_f \delta \bar{p} \right)$$

$$- \int_{\mathcal{S}_{-1}} \left\{ \left( \frac{\delta F}{\delta \chi} - \chi_0 \right) \delta \chi + \frac{\delta F}{\delta \chi(1)} \delta \chi(1) + \ldots + \frac{\delta F}{\delta \chi(k)} \delta \chi(k) \right\}, \quad (4.65)$$
\(\chi^{(k)} \equiv \partial^k \chi / \partial \omega^k\). For fields in \(\mathcal{P}_{[-1,0]}\) the boundary integral vanishes by Equation (4.64) so that \(\tilde{H}\) also is a Hamiltonian in \(\mathcal{P}_{[-1,0]}\). The constant \(\alpha\) in (4.63) plays a trivial role, and can be gotten rid of by requiring that we consider only those functionals, which vanish on the configuration \(f \equiv 0\). Henceforth we shall thus assume

\[\alpha = 0.\]

We do not know any natural “symplectic” prescription\(^4\), which would allow us to get rid of the remaining freedom in \(H\). Let us, however, point out that the Trautman–Bondi energy defined by Equation (4.62) is the only Hamiltonian \(H(\mathcal{S}, p)\) in \(\mathcal{P}_{[-1,0]}\) associated with \(\omega\)-translations, which is in the class (4.63), which vanishes on the trivial configuration \((\bar{p} = 0, \bar{f} = 0, \chi = 0)\), and which satisfies

\[\forall \tau_1 \geq -1 \quad H(\mathcal{S}_{\tau_1}, p_{\tau_1}) \leq H(\mathcal{S}_{-1}, p_{-1})\]

for all \(p_{-1}\), where \(p_{\tau_1}\) is obtained by evolving \(p_{-1}\) to the future. This follows from the fact that \(H\) belongs to the class of functionals considered in Equation (15) of [42], and the assertion can be established by repeating the proof of Theorem 1 of that reference\(^5\).

Let us finally turn our attention to the phase space \(\hat{\mathcal{P}}_{[-1,0]}\) of Section 4.5. In that case the Hamiltonian (4.60) differs from the Trautman–Bondi energy by the somewhat strange looking term (4.59). Now, a simple calculation using (4.56) with \(t + \epsilon = \tau\) gives

\[\mathcal{H}_{\mathcal{P}_{[-1,0]}}(c, \tau) = \int_{[-1,0]} d\omega \int d\theta \sin \theta \left( \frac{\partial c_0}{\partial \omega} \right)^2 \frac{\partial \sigma_{\tau\circ}}{\partial \tau} d\theta d\varphi. \quad (4.66)\]

It is convenient to restrict the choice of the maps \(\sigma_{\tau}\) by the requirement that there exists a constant \(C\) such that we have

\[\sup_{\tau \in [-1,0]} \left| \frac{\partial \sigma_{\tau}}{\partial \tau} \right| \leq C. \quad (4.67)\]

(An example of a family of maps satisfying this requirement, as well as all the previous ones, is given by the map \(\sigma_{\tau}(\omega, \theta, \varphi) = ((\tau + 1)(\omega + 1) - 1, \theta, \varphi)\). For maps satisfying (4.67) one obtains from Equation (4.66)

\(^4\) We note that a recent proposal of Wald and Zoupas [124] how to define energy, momentum, etc., at null infinity does not apply to the scalar field case, since this is not a generally covariant field theory in the sense of [124], though presumably the approach of [124] could be reformulated in a way which would cover the scalar fields in Minkowski space-time. In any case, several conditions are imposed in [124], which are not natural within a symplectic framework.

\(^5\) Actually, in the context of this work there is no dependence upon the function \(d\) which occurs in Equation (15) of [42], which simplifies somewhat the proof given in [42].
4.7 The Poincaré group

So far we have shown how to construct Hamiltonians associated to time translations in Minkowski space-time. It is of interest to study motions of hypersurfaces in \( M \) by other isometries of \( \mathbb{R}^{1,3} \). In this section we will verify that those motions preserve the phase spaces \( \mathcal{P}_{(-\infty,0]} \) and \( \mathcal{P}_{[-1,0]} \) constructed in Sections 4.3 and 4.4, and show existence of the associated Hamiltonians. An analysis similar to that of Section 4.5 can be performed to obtain appropriate Hamiltonians on the phase space \( \hat{\mathcal{P}}_{[-1,0]} \): one simply needs to construct diffeomorphisms from \( \mathcal{I}_{[-1,0]} \) to \( \mathcal{I}_{[-1,\tau]} \), which interpolate between the identity at \( S_{-1} \) and the action of the Poincaré transformation under consideration at \( S_\tau \), the details are left to the reader.

Consider, then, the remaining nine generators of the Poincaré group. With respect to a fixed rest frame, they naturally split into three three-dimensional subspaces: space translations, rotations and boosts. Each of these subspaces may be given in terms of a “dipole-like” function \( v \) on \( S^2 \), i.e., a function of angles which belongs to the first non-trivial (three-dimensional) eigenspace of the Laplacian on \( S^2 \). It is convenient to view \( S^2 \) as an embedded submanifold of \( \mathbb{R}^3 \), then this eigenspace is spanned by linear functions on \( \mathbb{R}^3 \):

\[
v(x^A) = v^i x_i,
\]

and there is a one-to-one correspondence between functions \( v \) and vectors \((v^i) \in \mathbb{R}^3 \). In spherical coordinates, the space of all \( v \)'s is spanned by the functions \((\sin \theta \cos \varphi, \sin \theta \sin \varphi, \cos \theta)\).

It is easy to check that the following formulae hold in coordinates \((t, x^A, r)\):

\[
X_{\text{trans}}(v) = v \frac{\partial}{\partial r} + \frac{1}{r} \hat{h}^{AB} \partial_A v \frac{\partial}{\partial x^B},
\]

\[
X_{\text{rot}}(v) = \epsilon^{AB} \partial_B v \frac{\partial}{\partial x^A},
\]

\[
X_{\text{boost}}(v) = t X_{\text{trans}}(v) + rv \frac{\partial}{\partial t} = v \left( t \frac{\partial}{\partial r} + r \frac{\partial}{\partial t} \right) + \frac{1}{r} \hat{h}^{AB} \partial_A v \frac{\partial}{\partial x^B},
\]

where \((x^A) = (y^A)\) are spherical coordinates on \( S^2 \), \( \hat{h}^{AB} \) is as in (4.19), and the tensor

\[
\lim_{\tau \to -1} \mathcal{H}_{\mathcal{I}_{[-1,0]}}(c_\tau, \tau) = 0,
\]

hence the limit as \( \tau \) tends to \(-1\) of the Hamiltonian (4.60) in \( \hat{\mathcal{P}}_{[-1,0]} \) equals the Trautman–Bondi mass (4.62).
is defined by the Levi–Civita skew-symmetric symbol (tensor density) \( \{A, B\} \), where \( \{1, 2\} = -\{2, 1\} = 1 \) and \( \{1, 1\} = \{2, 2\} = 0 \). As an example take \( v(x^A) = \cos \theta \). The above formulae give in this case:

1. a space translation in the direction of the z-axis:
   \[
   X_{\text{trans}}(\cos \theta) = \cos \theta \frac{\partial}{\partial r} - \frac{1}{r} \sin \theta \frac{\partial}{\partial \theta},
   \]
2. a rotation around the z-axis:
   \[
   X_{\text{rot}}(\cos \theta) = \frac{\partial}{\partial \varphi},
   \]
3. as well as a boost in the direction of the z-axis:
   \[
   X_{\text{boost}}(\cos \theta) = \cos \theta \left( t \frac{\partial}{\partial r} + r \frac{\partial}{\partial t} \right) - \frac{t}{r} \sin \theta \frac{\partial}{\partial \theta}.
   \]

More generally, if \( J^{\mu\nu} \) is a constant skewsymmetric tensor in Minkowski vector space, and if in Minkowskian coordinates \( x^\mu \) we set

\[
X = \eta_{\mu\sigma} J^{\mu\nu} x^\sigma \partial_\nu,
\]
then the part \( X^A \) of \( X \) tangent to a unit sphere reads

\[
X^A = h^{AB} \partial_B \left( J^0 \frac{x^t}{r} \right) + \varepsilon^{AB} \partial_B \left( J^{k l} \epsilon_{k l m} \frac{x^m}{r} \right).
\]

Passing to the coordinates \((y^\mu) = (\omega, y^A, \rho)\) with \((y^A) = (x^A)\),

\[
\omega = t - \sqrt{1 + r^2}, \quad \rho = \sqrt{1 + \frac{t^2}{r^2}} - \frac{1}{r},
\]
we obtain \( \partial/\partial y^A = \partial/\partial x^A \) and

\[
\begin{align*}
\frac{\partial}{\partial t} &= \frac{\partial}{\partial \omega}, \\
\frac{\partial}{\partial r} &= -\frac{2\rho}{1 + \rho^2} \frac{\partial}{\partial \omega} + \frac{(1 - \rho^2)^2}{2(1 + \rho^2)} \frac{\partial}{\partial \rho}.
\end{align*}
\]

Inserting these expressions into the definition of the corresponding Killing vectors, we obtain:
\[ X_{\text{trans}}(v) = v \left( -\frac{2\rho}{1 + \rho^2} \frac{\partial}{\partial \omega} + \frac{(1 - \rho^2)^2}{2(1 + \rho^2)} \frac{\partial}{\partial \rho} \right) \]
\[ + \frac{1 - \rho^2}{2\rho} \tilde{h}^{AB} \frac{\partial}{\partial y^B}, \quad (4.69) \]
\[ X_{\text{rot}}(v) = \epsilon^{AB} \partial_B v \frac{\partial}{\partial y^A}, \quad (4.70) \]
\[ X_{\text{boost}}(v) = v \left\{ -\frac{2\omega \rho}{1 + \rho^2} \frac{\partial}{\partial \omega} + \frac{1 - \rho^2}{2} \left[ \frac{\omega(1 - \rho^2)}{1 + \rho^2} + 1 \right] \frac{\partial}{\partial \rho} \right\} \]
\[ + \frac{\omega(1 - \rho^2) + 1 + \rho^2}{2\rho} \tilde{h}^{AB} \partial_A v \frac{\partial}{\partial y^B}. \quad (4.71) \]

We see that these fields are manifestly extendable to \( \tilde{M} \), with the corresponding extensions tangent to \( \mathcal{I}^+ \) (one can also obtain this result on general grounds by conformal covariance of the conformal Killing equations). This implies that the corresponding flows act smoothly on \( \tilde{M} \), mapping \( \mathcal{I}^+ \) to itself. The obvious equivalent of the prescription given in Section 4.3 allows us to define dynamical trajectories through points \( p \in \mathcal{P}_{(-\infty,0]} \) associated to motions of \( \mathcal{P}_{0} \cup \mathcal{P}_{(-\infty,0]} \) along the one-parameter groups generated by those vector fields. It then immediately follows from the definition of the phase space \( \mathcal{P}_{(-\infty,0]} \) that those trajectories remain in \( \mathcal{P}_{(-\infty,0]} \), and lead thus to a dynamical system on \( \mathcal{P}_{(-\infty,0]} \). Similarly, every one-parameter subgroup of the Poincaré group defines a local dynamical system on \( \mathcal{P}_{(-1,0]} \).

The Hamiltonians corresponding to fields (4.69)–(4.71) are: momenta, angular momenta and boost generators. They are — as usual — obtained by integrating the quantity \( H^\rho(X,p) = p^\mu \mathcal{L}_X f - X^\mu L \) (with \( X \) being one of the above generators) over the surface \( \mathcal{F}_+ \cup \mathcal{F}_{(+\infty,\tau]} \). Actually, the only non-vanishing contribution to the integrals comes from \( H^\omega \) on \( \mathcal{F}_+ = \{ \omega = \tau \} \) and from \( H^\rho \) on \( \mathcal{F}_{(+\infty,\tau]} \subset \{ \rho = 1 \} \). We are going to prove in the sequel that both integrands extend continuously to \( \tilde{M} \), which implies that the integrals in question are finite. For this purpose let us, at first, analyze the asymptotic behaviour of \( L \). We have:

\[ L = -\frac{1}{2} \sqrt{-\tilde{g}} \, \tilde{g}^{\mu\nu} \partial_\mu f \partial_\nu f = -\frac{1}{2} \sqrt{-\tilde{g}} \, \tilde{g}^{\mu\nu} \frac{1}{\Omega^2} \partial_\mu (\Omega \tilde{f}) \partial_\nu (\Omega \tilde{f}) \]
\[ = -\frac{1}{2} \sqrt{-\tilde{g}} \, \tilde{g}^{\mu\nu} \partial_\mu \tilde{f} \partial_\nu \tilde{f} - \sqrt{-\tilde{g}} \, \tilde{g}^{\mu\nu} \frac{1}{\Omega^2} \partial_\mu \tilde{f} \partial_\nu \Omega \]
\[ - \frac{1}{2} \sqrt{-\tilde{g}} \, \tilde{g}^{\mu\nu} \tilde{f}^2 \frac{1}{\Omega^2} (\partial_\mu \Omega) (\partial_\nu \Omega). \quad (4.72) \]

(Recall that the metric \( \tilde{g}^{\mu\nu} \) has been defined in Equation (4.14).) The first term is manifestly extendable to \( \tilde{M} \). Further, Equation (4.16) implies that \( \partial_\rho \Omega = -\rho \tilde{g}^{\rho\nu} \). Inserting this into the last term, we obtain

\[ -\frac{1}{2} \sqrt{-\tilde{g}} \, \tilde{g}^{\mu\nu} \tilde{f}^2 \frac{1}{\Omega^2} (\partial_\mu \Omega) (\partial_\nu \Omega) = -\frac{1}{2} \sqrt{-\tilde{g}} \, \frac{\tilde{g}^{\rho\mu} \tilde{f}^2}{\Omega^2} \]
which is again extendable to $\tilde{M}$ because, due to (4.15), the component $\tilde{g}^{\rho\rho}$ behaves like $\Omega^2$ on $J^+$. The only singular term in the Lagrangian comes thus from the second term in (4.72):

$$-\sqrt{-\tilde{g}} \frac{\tilde{g}^{\mu\nu}}{\Omega} \tilde{f} \partial_{\mu} \tilde{f} \partial_{\nu} \Omega = -\sqrt{-\tilde{g}} \frac{\tilde{g}^{\mu\rho}}{\Omega} \tilde{f} \partial_{\mu} \tilde{f} + \sqrt{-\tilde{g}} \frac{\tilde{g}^{\varrho\rho}}{\Omega} \tilde{f} \partial_{\varrho} \tilde{f} .$$

Repeating the previous argument, one finds that only the last term is singular. Hence, we may rewrite the Lagrangian in the following way:

$$L = L_{\text{regular}} + \sqrt{-\tilde{g}} \rho \frac{\tilde{g}^{\mu\rho}}{\Omega} \tilde{f} \partial_{\mu} \tilde{f} ,$$

where $L_{\text{regular}}$ is regular on the entire $\tilde{M}$. Moreover, we have

$$p^\mu \mathcal{L}_X \tilde{f} = p^\mu \mathcal{L}_X (\Omega \tilde{f}) = \Omega p^\mu \mathcal{L}_X \tilde{f} + p^\rho \tilde{f} \mathcal{L}_X \Omega = \Omega p^\rho \mathcal{L}_X \Omega \left( \mathcal{L}_X \tilde{f} - \frac{X^\rho}{\Omega} \tilde{f} \right)$$

$$= \left( \tilde{g}^{\rho \mu} - \sqrt{-\tilde{g}} \frac{\tilde{g}^{\mu\nu}}{\Omega} \tilde{f} \partial_{\nu} \Omega \right) \left( \mathcal{L}_X \tilde{f} - \frac{X^\rho}{\Omega} \tilde{f} \right)$$

$$= \left( \tilde{g}^{\rho \mu} + \sqrt{-\tilde{g}} \rho \frac{\tilde{g}^{\mu \rho}}{\Omega} \tilde{f} \right) \left( X^\omega \partial_\omega \tilde{f} + X^\rho \partial_\rho \tilde{f} + X^A \partial_A \tilde{f} - \rho \frac{X^\rho}{\Omega} \tilde{f} \right) .$$

For fields $X$ given by formulae (4.69)–(4.71) all the terms in the second bracket are regular on $\tilde{M}$, because $X^\rho$ vanishes at least as fast as $\Omega$ on $J^+$. Next, Equations (4.14) and (4.18) give $\tilde{g}^{\mu \rho} = \delta^{\mu \rho}$ so that the potentially dangerous term $\tilde{g}^{\mu \rho} / \Omega$ above matters only for $\mu = \omega$. We claim that this term integrated over the sphere $S^2$ gives a vanishing contribution in the limit $\rho \rightarrow 1$:

$$\lim_{\rho \rightarrow 1} \int_{S^2} \sqrt{-\tilde{g}} \rho \frac{\tilde{f}}{\Omega} \left( X^A \partial_A \tilde{f} - \rho \frac{X^\rho}{\Omega} \tilde{f} \right) d\theta d\phi =$$

$$\lim_{\rho \rightarrow 1} \int_{S^2} \sqrt{-\tilde{g}} \rho \frac{\tilde{f}}{\Omega} \left( \frac{1}{2} X^A \partial_A (\tilde{f}^2) - \rho \frac{X^\rho}{\Omega} \tilde{f}^2 \right) d\theta d\phi = 0(4.74) .$$

To prove this statement we integrate by parts the first term; as a result we obtain a term containing the two-dimensional divergence of the field $X^A$. In case of the field $X_{\text{rot}}$ the latter vanishes, with the component $X^\rho_{\text{rot}}$ vanishing as well. This proves the statement. In case of $X_{\text{trans}}$ and $X_{\text{boost}}$ the argument is slightly more involved: the divergence of $X^A$ equals the two-dimensional Laplacian of the function $v$. As $v$ is an eigenfunction with eigenvalue equal to $-2$, the term containing the divergence of $X^A$ reproduces the second term modulo a factor which tends to $-1$ on $J^+$. We conclude that $p^\mu \mathcal{L}_X \tilde{f}$ may also be decomposed into a regular and a singular part as follows:

$$p^\mu \mathcal{L}_X \tilde{f} = (p^\mu \mathcal{L}_X \tilde{f})_{\text{regular}} + X^\omega \sqrt{-\tilde{g}} \rho \frac{\tilde{g}^{\mu \rho}}{\Omega} \tilde{f} \partial_\omega \tilde{f} .$$

(4.75)
4.8 “Supertranslated” hyperbolae

Strictly speaking, the term \((p^\mu \mathcal{L}_X f)_{\text{regular}}\) is not regular by itself, but gives a finite contribution after having been integrated upon, as in Equation (4.74). Combining Equations (4.73) and (4.75) we are led to the following conclusions:

• \(H^\rho\) is regular on \(\tilde{M}\) because \(\tilde{g}^{\rho \rho}\) in (4.75) vanishes like \(\Omega^2\), whereas (4.73) becomes regular when multiplied by \(X^\rho\), vanishing on \(\mathcal{I}^+\) at least like \(\Omega\);

• \(H^\omega\) is regular because the singular term in (4.75) cancels with the singular part of (4.73) multiplied by \(X^\omega\).

We have thus verified that the integrals \(H(X, \mathcal{I}_0 \cup \mathcal{I}^+_{(-\infty, 0]}, p)\) for \(p \in \mathcal{I}_{(-\infty, 0]}\), and \(H(X, \mathcal{I}_0 \cup \mathcal{I}^+_{[-1, 0]}, p)\) for \(p \in \mathcal{I}_{[-1, 0]}\), given by Equation (3.41), are convergent. If, finally, we consider the variations of those integrals, the unwanted boundary terms in Equation (3.45) vanish precisely for the same reason as they did when \(X\) was a time translation. This finishes the proof, that every one-parameter subgroup of the Poincaré group generates a Hamiltonian dynamical system in \(\mathcal{I}_{(-\infty, 0]}\) and \(\mathcal{I}_{[-1, 0]}\).

4.8 “Supertranslated” hyperbolae

In the previous sections we have, for the sake of simplicity, restricted ourselves to hypersurfaces \(\mathcal{S}\) which are hyperbolae in Minkowski space-time. In some situations it might be of interest to consider the class of hypersurfaces, given in a neighbourhood of \(\rho = 1\) by the equation

\[
\mathcal{S} = \{ \omega = \alpha(\rho, \theta, \varphi) \},
\]

(4.76)

for some smooth function \(\alpha\); we call such hypersurfaces supertranslated hyperbolae. If \(\alpha\) is a constant, one recovers the standard hyperbolae; on the other hand, a translated hyperbola is described by a function \(\alpha\) which at \(\rho = 1\) will be a linear combination of \(\ell = 0\) and \(\ell = 1\) spherical harmonics. We shall not make an exhaustive analysis of the dynamics of such hypersurfaces, which can be done by a rather direct repetition of the arguments presented in the previous section, and we shall only analyze the question of convergence of the putative Hamiltonians (4.13).

Consider any vector field \(X\), which is smooth up-to-boundary on the future conformally completed Minkowski space-time \(\tilde{M}\), and tangent to \(\mathcal{I}^+\). We note that in particular the generators of the Poincaré group do have this property, which follows either by general considerations concerning isometries, or by direct examination of Equations (4.69)–(4.71). The need for \(X\) to be tangent to \(\mathcal{I}^+\) follows from the requirement that points in the physical space-time \(M\) remain in \(M\) when moved with the flow of \(X\). For such vectors \(\Omega^{-1} X^\rho\) is a smooth up-to-boundary function on \(\tilde{M}\), hence the same holds for \(\mathcal{L}_X(\ln \Omega)\):

\[
\mathcal{L}_X(\ln \Omega) = \Omega^{-1} X^\rho \partial_\rho \Omega.
\]
We have the identity
\[ H^\mu := p^\mu \mathcal{L}_X f - X^\mu \bar{L} = \tilde{p}^\mu X^\lambda \partial_\lambda f - X^\mu \bar{L} + \tilde{p}^\mu \mathcal{L}_X (\ln \Omega) + \frac{1}{2} \Omega^2 \tilde{f}^2 \mathcal{L}_X Z^\mu + \frac{1}{2} \partial_\lambda \left[ \Omega^2 \tilde{f}^2 (X^\mu Z^\lambda - Z^\mu X^\lambda) \right], \tag{4.77} \]
where
\[ Z^\mu := \Omega^{-3} \tilde{g}^{\lambda\mu} \partial_\mu \Omega, \]
and where \( \tilde{L} \) is given by Equation (4.27). We note that it follows from our previous considerations that the vector field
\[ \Omega^2 \mathcal{L}_X Z^\lambda = \sqrt{-\tilde{g}} \tilde{g}^{\lambda\mu} \partial_\mu (\Omega^{-1} X^\rho \partial_\rho \Omega) = \sqrt{-\tilde{g}} \tilde{g}^{\lambda\mu} \partial_\mu (\mathcal{L}_X (\ln \Omega)) \]
is again smooth up-to-boundary on \( \tilde{M} \). Further \( Z^A = 0 \), while \( \Omega^3 Z^\omega \) and \( \Omega Z^\rho \) smoothly extend to \( \mathcal{I}^+ \). For any vector density \( Y^\mu \) and for hypersurfaces \( \mathcal{H} \) described by Equation (4.76) we have
\[ \int_{\mathcal{H}} Y^\mu dS_\mu = \int (Y^\omega - Y^k \alpha_k) d\rho d\theta d\varphi \tag{4.78} \]
(the last integral being performed on the range of the relevant variables in which Equation (4.76) holds), which shows that all the terms at the right hand side of (4.77) except perhaps for the last one will give a convergent integral when integrated upon a hypersurface of the form (4.76). To analyze this last term we note that on \( \mathcal{H}_\epsilon \equiv \mathcal{H} \cap \{ \rho = 1 - \epsilon \} \) we have
\[ \int_{\mathcal{H}_\epsilon} \partial_\lambda \left[ \Omega^2 \tilde{f}^2 (X^\mu Z^\lambda - Z^\mu X^\lambda) \right] dS_\mu = \int_{\partial \mathcal{H}_\epsilon} \Omega^2 \tilde{f}^2 \left[ (X^\rho Z^\omega - Z^\rho X^\omega) - (X^\rho Z^A - Z^\rho X^A) \partial_\rho \alpha \right] d\theta d\varphi \]
\[ = \int_{\partial \mathcal{H}_\epsilon} \Omega^2 \tilde{f}^2 \left[ X^\rho Z^\omega - Z^\rho X^\omega + Z^\rho X^A \partial_\rho \alpha \right] d\theta d\varphi, \]
where we have used \( Z^A = 0 \). Since \( \Omega^{-1} X^\rho \), \( \Omega^3 Z^\omega \) and \( \Omega Z^\rho \) are finite at \( \mathcal{H}^+ \) one can safely pass to the limit \( \epsilon \to 0 \) to obtain a finite convergent contribution to \( \int_{\mathcal{H}} H^\mu dS_\mu \) from the last term in (4.77) as well, for all vector fields as considered above, in particular for the generators of the Poincaré group. In the case of constant \( \alpha \) this gives an alternative derivation of the corresponding analysis of Section 4.7. It should be emphasized that in the current setting in general the integrand of \( \int_{\mathcal{H}} H^\mu dS_\mu \) is not integrable, so that \( \int_{\mathcal{H}} H^\mu dS_\mu \) has to be defined by the limiting procedure described above.

Some of the “supertranslated hyperbolae” may be obtained (at least in a neighbourhood of \( \mathcal{I}^+ \)) from the standard ones by the flow of vector fields called “supertranslations”, which arise naturally when considering asymptotically flat radiating metrics (this is discussed in more detail in Section 6.2.
Those vector fields are defined by the requirement that: 1) they extend smoothly to $\mathcal{I}^+$; 2) they preserve the Bondi form of the metric; and 3) $X|_{\mathcal{I}^+} = \lambda(\theta, \phi) \partial_\omega$ for some smooth function $\lambda$ on $S^2$. In Minkowski space-time, and away from $\rho = 0$, they are of the form [83, p. 724]

$$X = \left(\lambda + \frac{\Delta_2 \lambda}{(1 + \rho^2)(1 + \rho)}\right) \frac{\partial}{\partial \omega} - \frac{\rho}{\rho} \hat{h}_{AB} \frac{\partial}{\partial x^A} \lambda - \frac{\rho^2}{1 + \rho^2} \frac{\partial}{\partial \rho} \Delta_2 \lambda \frac{\partial}{\partial \rho}, \quad (4.79)$$

where $\Delta_2$ is the Laplacian of the standard round metric $\hat{h}_{AB}$ on a two-dimensional unit sphere. Strictly speaking, the case where $\lambda$ is a linear combination of $\ell = 0$ and $\ell = 1$ harmonics corresponds to translations, and should thus be excluded from this definition. It is, however, convenient to treat translations and supertranslations on the same footing, and we will often do so. Equation (4.79) shows that the supertranslations satisfy the requirements on $X$ set forth above, and thus the corresponding integrals $\int_{\mathcal{I}^+} H^\mu dS_\mu$ are well defined. The collection of Poincaré transformations and supertranslations will be referred to as the set of generators of the BMS group.

Let us close this section by deriving the corner conditions which occur in the “supertranslated hyperbolae” case. First, the continuity condition (4.42) remains unchanged. Next, to analyse the differentiability condition (4.43), let $\tilde{\rho} \equiv \tilde{\rho} \tilde{\omega}$, where $\tilde{\omega} \equiv \omega - \alpha$; we find

$$\tilde{\rho} = 2\rho^2 \sin \theta \left[ \frac{\partial \tilde{f}}{\partial \omega} + \rho \frac{\partial \tilde{f}}{\partial \rho} \right] - \alpha \rho \frac{\rho^2 \sin \theta}{1 + \rho^2} \left[ 2\rho \frac{\partial \tilde{f}}{\partial \omega} - \frac{(\rho^2 - 1)^2}{2} \frac{\partial \tilde{f}}{\partial \rho} \right]$$

$$- \frac{1 + \rho^2}{2} \sin \theta \hat{h}_{AB} \frac{\partial \tilde{f}}{\partial x^A} \alpha_{AB}. \quad (4.80)$$

Let $\tilde{\phi}$, respectively $\tilde{\pi}$, be the pull-back to $\Sigma$ of $\tilde{f}$, respectively $\tilde{\rho}$; it follows from the discussion in Chapter 3 that $\tilde{\pi}$ represents the momentum density on $\Sigma$ associated with $\tilde{\phi}$; from Equation (4.80) one finds that the differentiability condition (4.43) is replaced by

$$\left( \frac{\tilde{\pi}}{\sin \theta} - \frac{\partial \tilde{\phi}}{\partial \rho} + \hat{h}_{AB} \frac{\partial \tilde{\phi}}{\partial x^A} \alpha_{AB} \right) \bigg|_{\rho = 1} = (1 - \alpha \rho) \frac{\partial \epsilon}{\partial \omega} \bigg|_{\omega = 0}. \quad (4.81)$$
5. The energy of the gravitational field

5.1 Preliminaries

In this section we will consider the gravitational field on a space-time $M$, described by a metric tensor $g_{\mu\nu}$, of signature $(-1, +1, +1, +1)$, which satisfies the vacuum Einstein equations:

$$R_{\mu\nu}(g) = 0. \quad (5.1)$$

There exist several variational principles which produce those equations [26, 47, 54, 56, 57, 70, 76, 77, 90, 102], as well as several canonical formulations of the associated theory [8, 13, 19, 21, 71, 73, 101, 106]. Here, we are going to follow a generalization of the background field formulation used in [38], based on a first order variational principle “covariations” with a background connection$^1$. Recall that in the original variational principle of Einstein [57] one removes from the Hilbert Lagrangian [76] a coordinate-dependent divergence, obtaining thus a first order variational principle for the metric. In [38] the Hilbert Lagrangian was modified by removing a coordinate-independent divergence, which, however, did depend upon a background metric. Let us start by reviewing the approach of [38]: consider the Ricci tensor,

$$R_{\mu\nu} = \frac{\partial}{\partial \alpha} \left[ g^{\alpha\kappa} \left( \Gamma^\kappa_{\mu\nu} - \delta^\kappa_{(\mu} \Gamma^\kappa_{\nu)}\right) \right] - \left[ \Gamma^\alpha_{\sigma\mu} \Gamma^\sigma_{\alpha\nu} - \Gamma^\alpha_{\mu\nu} \Gamma^\sigma_{\alpha\sigma} \right]. \quad (5.2)$$

where the $\Gamma$’s are the Christoffel symbols of $g$. Contracting $R_{\mu\nu}$ with the contravariant density of metric,

$$g^{\mu\nu} := \frac{1}{16\pi} \sqrt{-\det g} g^{\mu\nu}, \quad (5.3)$$

one obtains the following expression for the Hilbert Lagrangian density:

$$\tilde{L} = \frac{1}{16\pi} \sqrt{-\det g} R = g^{\mu\nu} R_{\mu\nu}$$

$$= \frac{1}{16\pi} \sqrt{-\det g} R = \frac{1}{16\pi} \sqrt{-\det g} \left( \Gamma^\alpha_{\mu\nu} - \delta^\alpha_{(\mu} \Gamma^\alpha_{\nu)} \right) + g^{\mu\nu} \left[ \Gamma^\alpha_{\sigma\mu} \Gamma^\sigma_{\alpha\nu} - \Gamma^\alpha_{\mu\nu} \Gamma^\sigma_{\alpha\sigma} \right]. \quad (5.4)$$

$^1$The idea of using a background connection instead of a background metric has been advocated in [113]. However, the framework we use here is closer in spirit to the one in [38].
Here we have used the metricity condition of $\Gamma$, which is equivalent to the following identity:

$$\mathcal{g}^{\mu\nu},_\alpha := \partial_\alpha \mathcal{g}^{\mu\nu} = \mathcal{g}^{\mu\nu} \Gamma^\sigma_{\alpha\sigma} - \mathcal{g}^{\mu\sigma} \Gamma^\nu_{\sigma\alpha} - \mathcal{g}^{\nu\sigma} \Gamma^\mu_{\sigma\alpha} .$$ (5.5)

Suppose now, that $B^\alpha_{\sigma\mu}$ is another symmetric connection in $M$, which will be used as a background (or reference) connection. Denote by $r_{\mu\nu}$ its Ricci tensor. From the metricity condition (5.5) we similarly obtain

$$\mathcal{g}^{\mu\nu} r_{\mu\nu} = \partial_\alpha \left[ \mathcal{g}^{\mu\nu} \left( B^\alpha_{\mu\nu} - \delta^\alpha_{(\mu} B^\kappa_{\nu)\kappa} \right) - \mathcal{g}^{\mu\nu} \left[ B^\alpha_{\sigma\mu} B^\sigma_{\alpha\nu} - B^\alpha_{\mu\sigma} B^\sigma_{\nu\alpha} \right] \right] + \mathcal{g}^{\mu\nu} \left[ \Gamma^\sigma_{\alpha\mu} B^\sigma_{\alpha\nu} + B^\alpha_{\sigma\mu} \Gamma^\sigma_{\alpha\nu} - \Gamma^\mu_{\alpha\sigma} B^\sigma_{\nu\alpha} - B^\alpha_{\mu\nu} \Gamma^\sigma_{\alpha\sigma} \right] .$$ (5.6)

It is useful to introduce the tensor field

$$p^\alpha_{\mu\nu} := \left( B^\alpha_{\mu\nu} - \delta^\alpha_{(\mu} B^\kappa_{\nu)\kappa} \right) - \left( \Gamma^\alpha_{\mu\nu} - \delta^\alpha_{(\mu} \Gamma^\kappa_{\nu)\kappa} \right) .$$ (5.7)

Once the reference connection $B^\alpha_{\mu\nu}$ is given, the tensor $p^\alpha_{\mu\nu}$ encodes the entire information about the connection $\Gamma^\alpha_{\mu\nu}$:

$$\Gamma^\alpha_{\mu\nu} = B^\alpha_{\mu\nu} - \frac{2}{3} \delta^\alpha_{(\mu} \Gamma^\kappa_{\nu)\kappa} .$$ (5.8)

Subtracting Equation (5.6) from (5.4), and using the definition of $p^\alpha_{\mu\nu}$, we arrive at the equation

$$\mathcal{g}^{\mu\nu} R_{\mu\nu} = -\partial_\alpha \left( \mathcal{g}^{\mu\nu} p^\alpha_{\mu\nu} \right) + L ,$$

where

$$L := \mathcal{g}^{\mu\nu} \left[ (\Gamma^\alpha_{\mu\sigma} - B^\alpha_{\sigma\mu}) (\Gamma^\sigma_{\alpha\nu} - B^\sigma_{\alpha\nu}) - (\Gamma^\alpha_{\mu\nu} - B^\alpha_{\mu\nu}) (\Gamma^\sigma_{\alpha\sigma} - B^\sigma_{\alpha\sigma}) + r_{\mu\nu} \right] .$$

This result may be used as follows: the quantity $L$ differs by a total divergence from the Hilbert Lagrangian, and hence the associated variational principle leads to the same equations of motion. Further, the metricity condition (5.5) enables us to rewrite $L$ in terms of the first derivatives of $\mathcal{g}^{\mu\nu}$: indeed, replacing in (5.5) the partial derivatives $\mathcal{g}^{\mu\nu},_\alpha$ by the covariant derivatives $\mathcal{g}^{\mu\nu};_\alpha$, calculated with respect to the background connection $B$,

$$\mathcal{g}^{\mu\nu};_\alpha := \mathcal{g}^{\mu\nu} (\Gamma^\sigma_{\alpha\sigma} - B^\sigma_{\alpha\sigma}) - \mathcal{g}^{\mu\sigma} (\Gamma^\nu_{\sigma\alpha} - B^\nu_{\sigma\alpha}) - \mathcal{g}^{\nu\sigma} (\Gamma^\mu_{\sigma\alpha} - B^\mu_{\sigma\alpha}) ,$$ (5.9)

we may calculate $p^\alpha_{\mu\nu}$ in terms of the latter derivatives. The final result is:

$$p^\lambda_{\mu} = \frac{1}{2} \mathcal{g}^{\lambda\nu} \mathcal{g}^{\mu\alpha} + \frac{1}{2} \mathcal{g}^{\nu\alpha} \mathcal{g}^{\lambda\mu} - \frac{1}{2} \mathcal{g}^{\lambda\alpha} \mathcal{g}^{\mu\nu} \mathcal{g}^{\sigma\rho} ;_{\alpha} + \frac{1}{4} \mathcal{g}^{\lambda\alpha} \mathcal{g}^{\mu\nu} \mathcal{g}^{\sigma\rho} ;_{\alpha} ;_{\rho} ,$$ (5.10)

where by $\mathcal{g}^{\mu\nu}$ we denote the matrix inverse to $\mathcal{g}^{\mu\nu}$. Inserting these results into the definition of $L$, we obtain:
\[ L = \frac{1}{2} g_{\mu\nu} \partial_{\lambda} g^{\lambda\alpha} - \frac{1}{4} \delta^{\lambda}_{\sigma\mu} g_{\rho\nu} g_{\alpha\lambda} \partial_{\rho} g^{\sigma\rho} + \frac{1}{8} \delta^{\lambda}_{\sigma\mu} g_{\rho\nu} g_{\alpha\lambda} \partial_{\rho} g^{\sigma\rho} + g^{\mu\nu} r_{\mu\nu} . \]  

(5.11)

We note the identity

\[ \frac{\partial L}{\partial g^{\mu\nu}} = \frac{\partial L}{\partial g^{\mu\nu}} = \delta^{\mu}_{\nu} , \]  

(5.12)

which shows that the connection \( \Gamma \) — described by means of the tensor \( \delta^{\mu}_{\nu} \) — is the momentum canonically conjugate to the contravariant tensor density \( g^{\mu\nu} \); prescribing this last object is of course equivalent to prescribing the metric. From this point of view gravitational fields on a manifold \( M \) are sections of the bundle

\[ F = S_0 T^2 M \otimes \Lambda^4 M \]  

(5.13)

where \( S_0 T^2 M \) denotes the bundle of non-degenerate symmetric contravariant tensors over \( M \). Given a background symmetric connection \( B \) on \( M \), we take \( L \) given by Equation (5.11) as the Lagrangian for the theory. The canonical momentum \( \delta^{\mu}_{\nu} \) is defined by Equation (5.10). If \( \mathcal{S} \) is any piecewise smooth hypersurface in \( M \), and if \( (p^{\alpha}_{\mu\nu}, g^{\alpha\beta}) \), \( a = 1, 2 \), are two sections over \( \mathcal{S} \) of the bundle of vertical vectors tangent to the space-time phase bundle (as defined in Section 3.2), following Equation (3.37) we set

\[ \Omega_{\mathcal{S}} (\delta_1 p^{\alpha}_{\mu\nu}, \delta_2 g^{\alpha\beta}) = \int_{\mathcal{S}} (\delta_1 p^{\mu}_{\alpha\beta} \delta_2 g^{\alpha\beta} - \delta_2 p^{\mu}_{\alpha\beta} \delta_1 g^{\alpha\beta}) dS_\mu . \]  

(5.14)

As emphasized in Section 3, only such fields \( (\delta_1 p^{\alpha}_{\mu\nu}, \delta_2 g^{\alpha\beta}) \) are allowed in (5.14), which arise from some solutions of the vacuum Einstein equations.

Suppose that the map \( \psi \) of Section 3 arises from the flow of a vector field \( X = X^\mu \partial_\mu \) defined on \( M \). In this case \( \Psi \) can be chosen to be the canonical (Lie) lift of \( \psi \) to the tensor bundle \( F \), hence the derivative \( \nabla_X \) of Equation (3.10) is \( \mathcal{L}_X \). According to Equation (3.41), in this situation the Hamiltonian equals

\[ H(X, \mathcal{S}) = \int_{\mathcal{S}} (p^{\mu}_{\alpha\beta} \mathcal{L}_X g^{\alpha\beta} - X^\mu L) dS_\mu . \]  

(5.15)

(To shorten notation from now on we shall omit the dependence upon the phase space variable \( p = (g^{\mu\nu}, p^\alpha) \) and write \( H(X, \mathcal{S}) \) for \( H(X, \mathcal{S}, p) \), etc.)

We are going to analyse the above quantity without any assumptions on the vector field \( X \) and on the background connection \( B \). Before we do this, let us remind results which apply to the case when \( B \) is the metric connection of a given background metric \( b_{\mu\nu} \), and when \( X \) is a Killing vector field of \( b_{\mu\nu} \).
5. The energy of the gravitational field

Under those restrictions it was shown in [38] that the integrand in (5.15) is equal to the divergence of a "Freud-type superpotential" [58]:

\[ H^\mu \equiv P_{\alpha \beta}^\mu \mathcal{L} X^\alpha \beta - X^\mu L = \partial_\alpha \mathcal{W}^{\mu \alpha} , \] (5.16)

\[ \mathcal{W}^{\mu \lambda} = \mathcal{W}^{\mu \lambda \beta} X^\beta - \frac{1}{8\pi} \sqrt{|\det g_{\rho\sigma}|} g^{\alpha [\nu \delta \lambda]} X^\beta_{;\alpha} , \] (5.17)

\[ \mathcal{W}^{\mu \lambda \beta} = \frac{2|\det b_{\mu\nu}|}{16\pi} g_{\beta \gamma} (e^2 g^{\gamma (\lambda \nu)} )_{;\kappa} \]
\[ = 2g_{\beta \gamma} \left( g^{\gamma [\lambda \nu]} \right)_{;\kappa} \]
\[ = 2g^{\nu [\mu \lambda]} \sigma \gamma (X^\gamma_{;\sigma \kappa} - B_{\rho \beta \gamma \kappa} X^\rho_{;\beta} ) , \] (5.18)

where a semi-column denotes the covariant derivative of the metric \( b \), square brackets denote antisymmetrization (with a factor of 1/2 when two indices are involved), as before \( g_{\beta \gamma} \equiv (g^{\alpha \sigma})^{-1} = 16\pi g_{\beta \gamma} / \sqrt{|\det g_{\rho\sigma}|} \), and

\[ e \equiv \sqrt{|\det g_{\rho\sigma}|} / \sqrt{|\det b_{\mu\nu}|} . \]

Now, the hypothesis about the metricity of the background connection \( B \) is rather natural when metrics, which asymptote to a prescribed background metric \( b_{\mu\nu} \), are considered. Further, the assumption in [38] that \( X \) is a Killing vector field of the background metric seems to be natural, and not overly restrictive, when \( X \) is thought of as representing time translations in the asymptotic region. Nevertheless, that last hypothesis is not adequate when one wishes to obtain simultaneously Hamiltonians for several vector fields \( X \). Consider, for example, the problem of assigning a four-momentum to an asymptotically flat space-time — in that case four vector fields \( X \), which asymptote to four linearly independent translations, are needed. The condition of invariance of the background metric \( b_{\mu\nu} \) under a four-parameter family of flows generated by those vector fields puts then undesirable topological constraints on \( M \). The situation is even worse when considering vector fields \( X \), which asymptote to BMS supertranslations: in that case there are no background metrics, which are asymptotically flat and for which \( X \) is a Killing vector. This leads to the necessity of finding formulae in which neither the condition that \( B_{\alpha \beta}^\mu \) is the Levi–Civita connection of some metric \( b_{\alpha \beta} \), nor the condition that \( X \) is a Killing vector are imposed. It may be checked that the following generalization of Equations (5.16)–(5.17) holds:

\[ P_{\alpha \beta}^\mu \mathcal{L} X^\alpha \beta - X^\mu L = \partial_\alpha \mathcal{W}^{\mu \alpha} - 2g^{\beta [\nu \delta \beta} X^{\gamma]_{;\beta \beta} - B^\sigma_{\beta \gamma \kappa} X^\sigma_{;\kappa} , \] (5.19)

\[ \mathcal{W}^{\mu \lambda} \equiv \begin{pmatrix} 2g^{\beta [\nu \delta \lambda]} \sigma \gamma (X^\gamma_{;\sigma \kappa} - B_{\rho \beta \gamma \kappa} X^\rho_{;\beta} ) \\ 2g^{\nu [\mu \lambda]} \sigma \gamma (X^\gamma_{;\sigma \kappa} - B_{\rho \beta \gamma \kappa} X^\rho_{;\beta} ) \end{pmatrix} X^\beta - 2g^{\beta [\nu \delta \lambda]} X^\beta_{;\kappa} \] (5.20)

\[ \] The calculations of [38, Appendix] are actually done without any hypotheses on the vector field \( X \); it is only at the end that it is assumed that \( X \) is a Killing vector field of the background metric. See also [89].
Here $B^\sigma_{\beta\gamma}$ is the curvature tensor of the connection $B^\sigma_{\beta\gamma}$.

It should be emphasized that Equation (5.15) makes only sense for $X$’s which are defined over $M$; in the general case, with $X$ defined over $\mathcal{F}$ only, the Lie derivative $\mathcal{L}_X g^{\alpha\beta}$ isn’t defined and one has to use the operator $\mathcal{D}_X$ of Equation (3.10) instead. It would be of interest to work out a general set of conditions under which the integrand of (5.15), with $\mathcal{L}_X$ replaced by $\mathcal{D}_X$, can be written as the divergence of an anti-symmetric tensor density.

Consider the variational formula (3.43), and suppose for the sake of definiteness that $\mathcal{F}$ is a compact hypersurface with boundary. Recall that we have assumed that the motion of $\mathcal{F}$ arises from a vector field $X$ defined on a neighbourhood of $\mathcal{F}$, and that $\mathcal{D}_X p^\lambda_{\mu\nu}$ is the Lie derivative. Equation (3.43) takes the form

$$-\delta H = \int_\mathcal{F} \left( \mathcal{L}_X p^\lambda_{\mu\nu} \delta g^{\mu\nu} - \mathcal{L}_X g^{\mu\nu} \delta p^\lambda_{\mu\nu} \right) dS_\lambda + \int_{\partial \mathcal{F}} X[\mu p^\lambda_{\alpha\beta}] \delta g^{\alpha\beta} dS_{\mu\nu},$$  

(5.21)

with $dS_{\mu\nu}$ defined in Equation (3.44).

For the purposes of Section 6.2, let us note that the background connection can be completely eliminated from this formula. (On the other hand, we emphasize that the formula with the background metric is very convenient for most practical calculations here.) For this purpose we introduce the quantity

$$A^\alpha_{\mu\nu} := \Gamma^\alpha_{\mu\nu} - \delta^\alpha_{(\mu} \Gamma^\kappa_{\nu)} \kappa,$$

(5.22)

together with its counterpart for the background metric:

$$\tilde{A}^\alpha_{\mu\nu} := B^\alpha_{\mu\nu} - \delta^\alpha_{(\mu} B^\kappa_{\nu)} \kappa.$$

(5.23)

It follows that $p^\alpha_{\mu\nu} = A^\alpha_{\mu\nu} - \tilde{A}^\alpha_{\mu\nu}$. Now, we use the formula for the Lie derivative of a connection:

$$\mathcal{L}_X B^\lambda_{\mu\nu} = X^\lambda_{,\mu\nu} - X^\sigma B^\lambda_{\mu\sigma}.$$

Consequently, we have:

$$g^{\mu\nu} \mathcal{L}_X \tilde{A}^\lambda_{\mu\nu} = 2g^{\beta[\gamma} \delta^\lambda_{\delta]} (X^\sigma_{\beta\gamma} - B^\sigma_{\beta\gamma\kappa} X^\kappa) .$$

This, together with (5.19), shows that $H(X, \mathcal{F})$ given by (5.15) takes the form

$$H(X, \mathcal{F}) = H_{\text{boundary}}(X, \mathcal{F}) + H_{\text{volume}}(X, \mathcal{F}),$$

(5.24)

$$H_{\text{boundary}}(X, \mathcal{F}) = \frac{1}{2} \int_{\partial \mathcal{F}} g^{\alpha\mu} dS_{\alpha\mu},$$

(5.25)

$$H_{\text{volume}}(X, \mathcal{F}) = -\int_{\mathcal{F}} g^{\mu\nu} \mathcal{L}_X \tilde{A}^\lambda_{\mu\nu} dS_\lambda$$

$$= -\int_{\mathcal{F}} 2g^{[\beta\gamma} \delta^\lambda_{\delta]} (X^\sigma_{\beta\gamma} - B^\sigma_{\beta\gamma\kappa} X^\kappa) dS_\lambda .$$

(5.26)
It follows that Equation (5.21) can be rewritten as

\[-\delta H_{\text{boundary}}(X, \mathcal{J}) = \int_{\mathcal{J}} \left( \mathcal{L}_X g^{\mu\nu} \delta A^\lambda_{\mu\nu} - \mathcal{L}_X A^\lambda_{\mu\nu} \delta g^{\mu\nu} \right) dS_\lambda + \int_{\partial \mathcal{J}} X^{[\mu} P_{\alpha\beta] \nu} \delta g^{\alpha\beta} dS_{\mu\nu}. \tag{5.27}\]

In this formula the Hamiltonian is a boundary integral, and the only background dependence in the right hand side of (5.27) is through the boundary terms.

### 5.2 Moving spacelike hypersurfaces

Before proceeding further, it is useful to recall the results of [93], which relate the above formulation of the theory to the usual ADM one. Suppose that \( \mathcal{J} \) is a smooth spacelike hypersurface in \((M, g)\). In a coordinate system in which \( \mathcal{J} \) is a hypersurface of constant coordinate \( x^0 \), formula (5.14) reduces to:

\[
\Omega(\delta_1 p^\lambda_{\mu\nu}, \delta_1 g^{\alpha\beta}, \delta_2 p^\lambda_{\mu\nu}, \delta_2 g^{\alpha\beta}) = \int_{\mathcal{J}} \left( \delta_1 A^0_{\alpha\beta} \delta_2 g^{\alpha\beta} - \delta_2 A^0_{\alpha\beta} \delta_1 g^{\alpha\beta} \right) d^3x = -\int_{\mathcal{J}} \left( \delta_1 A^0_{\alpha\beta} \delta_2 g^{\alpha\beta} - \delta_2 A^0_{\alpha\beta} \delta_1 g^{\alpha\beta} \right) d^3x. \tag{5.28}\]

We see that entire information about the momentum canonically conjugate to \( g^{\alpha\beta} \) is encoded in 10 components \( A^0_{\alpha\beta} \) of the connection \( \Gamma \). It turns out that not all these components are independent of \( g^{\alpha\beta} \) because Equation (5.5) imposes some constraints on them. More precisely, equations (5.5) for \( \partial_k g^{00} \) and \( \partial_k g^{0k} \) are equivalent to the following four constraints (see [93]):

\[
A^0_{00} = \frac{1}{g^{00}} \left( \partial_k g^{0k} + A^0_{k0} g^{kl} \right), \tag{5.29}\]

\[
A^0_{0k} = -\frac{1}{2g^{00}} \left( \partial_k g^{00} + 2A^0_{k0} g^{0l} \right). \tag{5.30}\]

Inserting these constraints into the volume integral (5.27) and into the form (5.28), we obtain the reduced version of the theory. It is convenient to introduce the following notation:

\[
P^{kl} := \sqrt{\det g_{mn}} \left( 3 g^{ij} K_{ij} 3 g^{kl} - K^{kl} \right), \tag{5.31}\]

where

\[
K_{kl} := -\frac{1}{\sqrt{|g^{00}|}} T^0_{kl} = -\frac{1}{\sqrt{|g^{00}|}} A^0_{kl}. \tag{5.32}\]
with \(3g^{kl}\) — the three-dimensional inverse of the induced metric \(g_{kl}\) on \(\mathcal{F}\); the indices on \(K^{kl}\) have been raised using \(3g^{kl}\). Suppose, in addition, that \(\mathcal{F}\) has compact closure and smooth compact boundary \(\partial\mathcal{F}\). Choose the coordinate \(x^3\) in such a way that \(\mathcal{F} \cap \mathcal{O} = \{x^0 = 0\}\), and \(\partial\mathcal{F} \cap \mathcal{O} = \{x^0 = 0, x^3 = 1\}\).

In terms of these quantities the “symplectic” form (5.28) reduces to:

\[
\Omega_\mathcal{F}(\delta_1 p_{\lambda}^\mu, \delta_2 p_{\epsilon}^\lambda, \delta_2 g_{\alpha\beta}) = \frac{1}{16\pi} \int_\mathcal{F} \left( \delta_1 g_{kl} \delta_2 P_{kl} - \delta_2 g_{kl} \delta_1 P_{kl} \right) d^3x
\]

\[
+ \frac{1}{16\pi} \int_{\partial\mathcal{F}} \left( \delta_1 N^3 \delta_2 \sqrt{\det g_{kl}} N - \delta_2 N^3 \delta_1 \sqrt{\det g_{kl}} N \right) d^2x\tag{5.33}
\]

where

\[
N = 1/\sqrt{-g^{00}}, \quad N_k = g_{0k}, \quad N^3 = (g^{3k} - g^{03}g_{0k})N_k.
\]

The volume integral here gives the standard ADM symplectic form. It was noticed in [91, 92] that the boundary term gives the necessary correction, which makes the form invariant with respect to all diffeomorphisms, which do not move the boundary \(\partial\mathcal{F}\).

The tensor fields \((g_{kl}, P_{kl})\) on \(\mathcal{F}\) are still not arbitrary, as they fulfill the four Gauss–Codazzi constraint equations:

\[
P_{il}^l = 8\pi \sqrt{\det g_{mn}} T_{\mu\nu} n^\mu, \tag{5.34}
\]

\[
(det g_{mn})^{\mathcal{F}} - P_{kl} P_{kl} + \frac{1}{2} (P_{kl} g_{kl})^2 = 16\pi (det g_{mn}) T_{\mu\nu} n^\mu n^\nu. \tag{5.35}
\]

Here \(T_{\mu\nu}\) is an energy-momentum tensor of matter fields (if any), by \(\mathcal{F}\) we denote the (three-dimensional) scalar curvature of \(g_{kl}\), \(n = n^\nu \partial_\nu\) is a future timelike four-vector normal to the hypersurface \(\mathcal{F}\), ”|” denotes the three-dimensional covariant derivative induced by \(g_{kl}\), indices have been raised with \(3g^{ij}\).

Let \(\psi\) and \(\Sigma\) be as in Section 3, we define a \(\tau\)-dependent one-parameter family of symmetric tensor field \(\gamma(\tau, \cdot)\) on \(\Sigma\) by\(^3\)

\[
\gamma(\tau, \cdot) = \gamma_{ij}(\tau, \cdot) dx^i dx^j = (\psi_\tau)^* g.
\]

We shall make the hypothesis that for each \(\tau\) the image \(\psi_\tau(\Sigma)\) is a spacelike hypersurface in \(M\) — this is equivalent to the requirement that for each \(\tau\) the tensor field \(\gamma(\tau, \cdot)\) defines a Riemannian metric on \(\Sigma\). Next, let \(\nu(\tau, \cdot)\) be a \(\tau\)-dependent one-parameter family of functions on \(\Sigma\) defined by

\[
\nu(\tau, \cdot) = g(\psi_\tau \frac{\partial}{\partial \tau}, n_\tau) \circ \psi_\tau(\cdot).
\]

\(^3\) As in Section 3 we use different symbols to differentiate between a field on \(\mathcal{F}\) — in the current case the metric \(g_{ij}\) — and its pull-back \(\gamma_{ij}\) to the model space \(\Sigma\).
Here \( n_\tau \) is a future timelike four-vector normal to the hypersurface \( \psi_\tau(\Sigma) \). (The function \( \nu \circ \psi \) is often called the lapse function in the literature, and is often denoted by \( N \).) We note that the vector field

\[
\psi^* \frac{\partial}{\partial \tau} + \nu \circ \psi n_\tau
\]

is orthogonal to \( n_\tau \), hence tangent to \( \psi_\tau(\Sigma) \), thus there exists a \( \tau \)-dependent one-parameter family of vector fields \( \beta(\tau, \cdot) \) on \( \Sigma \) such that

\[
\psi^* \frac{\partial}{\partial \tau} + \nu \circ \psi n_\tau = (\psi_\tau)_* \beta(\tau, \cdot) .
\] (5.38)

(The vector field \( (\psi_\tau)_* \beta(\tau, \cdot) \) is often called the shift in the literature, and is often denoted by \( N^i \partial_i \).) A standard calculation shows that in local coordinates on \( I \times \Sigma \) we have

\[
\psi^* g = -\nu^2 d\tau^2 + \gamma_{ij}(dx^i + \beta^i d\tau)(dx^j + \beta^j d\tau) .
\] (5.39)

We emphasize that \( \psi^* g \) is in general not a Lorentzian metric on \( I \times \Sigma \)—at those points at which \( \psi_\tau \) degenerates the tensor field \( \psi^* g \) will obviously degenerate as well. Now, those points are precisely the ones at which \( \nu \) has zeros. However, the vanishing of \( \nu \) has nothing to do with the question whether or not the tensor field \( g \) itself is degenerate (and hence is a Lorentzian metric on \( M \)). We mention this fact because in most expositions of the ADM framework it is assumed at the outset that the coordinates \((\tau, x^i)\) of Equation (5.39), which are coordinates on \( I \times \Sigma \), also form a coordinate system on \( \psi(I \times \Sigma) \). This creates unnecessary conceptual difficulties when dealing with zeros of \( \nu \circ \psi \), which are avoided altogether when the framework is understood in the way proposed here.

Let us for completeness give the set of equations satisfied by \( \gamma_{kl} \) and \( \pi^{kl} \) [99, p. 525]:

\[
\dot{\gamma}_{kl} = \frac{2\nu}{\sqrt{\det(\gamma_{ij})}} \left( \pi_{kl} - \frac{1}{2} \gamma_{kl} \pi \right) + \beta_{kl} + \beta_{lk} ,
\] (5.40)

where \( \pi := \pi^{kl} \gamma_{kl} \); a dot denotes a \( \tau \)-derivative. Further

\[
\dot{\pi}^{kl} = -\nu \sqrt{\det(\gamma_{ij})} \left( \beta_{k[i} \gamma_{l]m} - \frac{1}{2} \gamma_{kl} \beta_m \right) - \frac{2\nu}{\sqrt{\det(\gamma_{ij})}} \left( \pi^{km} \pi_{ml} - \frac{1}{2} \pi \pi^{kl} \right)
+ \left( \pi^{kl} \beta^m \right)_m + \frac{\nu}{2 \sqrt{\det(\gamma_{ij})}} \gamma^{kl} \left( \pi^{mn} \pi_{mn} - \frac{1}{2} \pi^2 \right) - \beta_{[m} \pi_{n]l} - \beta_{[m} \pi_{n]} - \frac{\nu}{\sqrt{\det(\gamma_{ij})}} \left( \nu^{kl} \gamma_{k[i} \nu_{l]m} \right) + 8\pi \nu \sqrt{\det(\gamma_{ij})} T_{mn} \gamma^{kl} \gamma_{mn} ,
\] (5.41)

\( ^4 \) It is an instructive exercise to derive those equations via calculations in which \( \nu^{-1} \) never appears, so that one does not need to assume that \( \nu \) has no zeros.
where $\mathcal{R}_{ij}$ is the Ricci tensor of $\gamma_{ij}$. The right hand sides of those equations are smooth independently of whether or not $\nu$ has zeros. It should be recognized that when one tries to construct a space-time using PDE methods it is convenient (and often unavoidable) to use a $\psi$ in which the corresponding $\nu$ function has no zeros. This, however, has nothing to do with the problems addressed here, because one can use $\psi$’s, which form a coordinate system to construct $(M, g)$ (using PDE theory) and, once $(M, g)$ has been constructed, use $\psi$’s which do not necessarily lead to coordinate systems on $M$ to obtain Hamiltonian dynamical systems on appropriate phase spaces.

The Hamiltonian form in (5.27) may also be reduced in a way analogous to the reduction (5.33) of the symplectic form (5.28) (see [93]). For this purpose we have only to replace $\delta_1$ by the Lie derivative with respect to $X$. The latter reduces to the time derivative on the parameter space-time $I \times \Sigma$, and we denote it as usual by a “dot”. In this way we obtain:

$$
\int_{\psi_0(\Sigma)} (\mathcal{L}_X g^{\alpha\beta} \delta A^\alpha_{\alpha\beta} - \mathcal{L}_X A^\alpha_{\alpha\beta} \delta g^{\alpha\beta}) \ dS_{\mu} =
\frac{1}{16\pi} \int_{\Sigma} (\dot{\pi}^{kl} \delta \gamma_{kl} - \dot{\gamma}_{kl} \delta \pi^{kl}) \ d^3x + \frac{1}{16\pi} \int_{\partial\Sigma} (\mu \delta \sigma - \dot{\sigma} \delta \mu) \ d^2x ,
$$

(5.42)

where $\sigma := \beta^3$ (the $x^3$ component of the shift vector) and $\mu := \sqrt{\det \gamma_{kl}}/\nu$. This equation, inserted into (5.27), gives

$$
-\delta H_{\text{boundary}}(X, \mathcal{S}) = \frac{1}{16\pi} \int_{\Sigma} (\dot{\pi}^{kl} \delta \gamma_{kl} - \dot{\gamma}_{kl} \delta \pi^{kl}) \ d^3x
$$

$$
+ \frac{1}{16\pi} \int_{\partial\Sigma} (\mu \delta \sigma - \dot{\sigma} \delta \mu) \ d^2x + \int_{\partial\psi_0(\Sigma)} (X^0 A^3_{\alpha\beta} \delta g^{\alpha\beta} - X^3 A^0_{\alpha\beta} \delta g^{\alpha\beta}) \ d^2\Sigma .
$$

(5.43)

We conclude that $H_{\text{boundary}}(X, \mathcal{S})$ is also a Hamiltonian for the ADM symplectic form, in situations in which the boundary integrals on the right hand side vanish. We study this question in detail in Section 5.4 below when asymptotic flatness at spatial infinity is assumed; in that case $\mathcal{S}$ is not compact but appropriate limits can be easily justified. If the background connection is chosen to be the Levi–Civita connection of a metric which has constant coefficients in an asymptotically Minkowskian coordinate system, and if $X$ is taken to be asymptotic (at an appropriate rate) to a time translation, then (5.15) coincides with the ADM energy [38].

In a general situation, when $\Sigma$ is a compact manifold with boundary, a further reduction of the last term in the above formula was performed in [93]. The reduction is based on the metricity conditions for $A^3_{\alpha\beta}$, analogous to (5.29) and (5.30), where the coordinate $x^3$ is constant on $\partial \Sigma$. This way the ADM momentum of the three-manifold $\psi_0(I \times \partial \Sigma)$ arises, and the boundary (correction) term in the symplectic form is rewritten in terms of a (hyperbolic) angle between this manifold and the Cauchy manifold $\psi_0(\Sigma)$. We are, however, not going to need this formula in the present work.
5.3 Cosmological space-times

The simplest illustration of the framework of Chapter 3 occurs, for gravitating systems, in the context of cosmological space-times — by definition, these are space-times with compact boundaryless Cauchy hypersurfaces. The discussion is much simpler here due to the fact that for smooth fields no convergence problems arise; further, all boundary integrals vanish. Let, then, $\Sigma$ be a three dimensional compact manifold without boundary, we define $\mathcal{P}_{\text{cosm}}$ to be the set of all pairs $(\gamma, \pi)$ where, as in the previous section, $\gamma$ is a Riemannian metric on $\Sigma$, and $\pi$ is a symmetric tensor density on $\Sigma$. Further we require that $(\gamma, \pi)$ satisfy the vacuum constraint equations — i.e., Equations (5.34)-(5.35), with $g_{ij}$ and $P^{ij}$ there replaced by $\gamma_{ij}$ and $\pi^{ij}$, and with $T_{\mu\nu} = 0$. Pairs $(\gamma, \pi)$ satisfying those conditions will be called vacuum initial data sets. Standard theory (cf., e.g., [33, 35] or [117, Vol. III]) associates to each data set in $\mathcal{P}_{\text{cosm}}$ a vacuum, maximal globally hyperbolic space-time $(M(\gamma, \pi), g)$, unique up to diffeomorphism, together with an embedding

$$i: \Sigma \rightarrow M(\gamma, \pi),$$

such that the pull-back $i^*g$ of $g$ to $\Sigma$ equals $\gamma$, and such that $\pi = i^*P$, with $P$ associated to the extrinsic curvature tensor of $i(\Sigma)$ as in Equation (5.31). (This holds actually for any manifold $\Sigma$, the requirement of compactness is not needed here.) We should write $g(\gamma, \pi)$ for $g$, but we shall stick to $g$ to avoid an overburdening of notation. Now, the Hamiltonian formalism developed in Chapter 3 makes use of maps $\psi$ from $I \times \Sigma$ into a fixed manifold $M$, cf. Equation (3.5), rather than the family of manifolds $M(\gamma, \pi)$ obtained so far. The usual way of obtaining a single manifold $M$ is by choosing a diffeomorphism

$$\psi(\gamma, \pi): \mathcal{O}(\gamma, \pi) \rightarrow (-t_-, t_+) \times \Sigma,$$ (5.44)

where $\mathcal{O}(\gamma, \pi)$ is a neighbourhood of $i(\Sigma)$ in $M(\gamma, \pi)$, for some $t_- < 0 < t_+$ depending in general upon the initial data. When considering time translations the map $\psi$ of (3.5) is then simply the identity

$$\psi = \text{id}_{I \times \Sigma}.$$

The key role here is played of course by the families of maps $\psi(\gamma, \pi)$, which are determined by so-called "gauge-fixing" procedures. There is considerable freedom in the choice of the $\psi(\gamma, \pi)$'s, and each such choice leads to a different identification between flows of vectors $X$ on $M$ and corresponding motions in the space-times $M(\gamma, \pi)$. We will discuss here one such possibility, the "wave map reduction" of the vacuum Einstein equations. This reduction uses a background metric $b$, which makes it well adapted to the background metric reduction of the Lagrangian presented in Section 5.1. Let, then, $b$ be any fixed Lorentzian metric on $\mathbb{R} \times \Sigma$; a possible choice is

$$b = -dt^2 + \hat{\gamma},$$ (5.45)
where $\hat{\gamma}$ is some fixed Riemannian metric on $\Sigma$. We shall, however, not assume that $b$ is of the form (5.45), because there are situations in which other choices may be physically justified: For example, in perturbation theory it might be convenient to take $b$ to be one of the Robertson-Walker metrics. The map $\psi_{(\gamma,\pi)}$ of Equation (5.44) will be chosen to satisfy the wave map equation, when $M_{(\gamma,\pi)}$ is equipped with the vacuum metric $g$, and $\mathbb{R} \times \Sigma$ is equipped with the metric $b$; by definition, in local coordinates, we have

$$\Box_g \psi^\mu = \psi^{\nu B_{\nu \rho}} g^{\rho \sigma} \frac{\partial \psi^\nu}{\partial x^\rho} \frac{\partial \psi^\rho}{\partial x^\sigma}. \tag{5.46}$$

Here the $\psi^{\nu B_{\nu \rho}}$'s are the Christoffel symbols $B_{\nu \rho}$ of the metric $b$ composed with $\psi$. We shall also impose the initial conditions

$$\psi^0(t = 0, \cdot) = 0, \quad n^\mu \frac{\partial \psi^0}{\partial x^\mu}(t = 0, \cdot) = 1,$$

$$\psi^i(t = 0, \cdot) = \text{id}_\Sigma, \quad n^\mu \frac{\partial \psi^i}{\partial x^\mu}(t = 0, \cdot) = 0. \tag{5.47}$$

Here $n^\mu$ is the field of unit, future directed normals to $i(\Sigma)$. It follows from standard results on hyperbolic PDE's ([117, Vol. III]) that for smooth initial data there exists a neighbourhood $\mathcal{O}_{(\gamma,\pi)}$ of $i(\Sigma)$ in $M_{(\gamma,\pi)}$ on which $\psi_{(\gamma,\pi)}$ is a diffeomorphism as in (5.44). Transporting the metric $g$ to $(t, t_+) \times \Sigma$ using $\psi_{(\gamma,\pi)}$ one obtains on a subset of $M$ the desired vacuum metric — still denoted by $g$, solution of the Cauchy problem with initial data $(\gamma, \pi)$.

Now, any map

$$\psi : I \times \Sigma \longrightarrow M := \mathbb{R} \times \Sigma$$

with the property that the images $\psi_t(\Sigma)$ are spacelike hypersurfaces can be used to define a local dynamical system on $\mathcal{P}_{\cosm}$ by setting

$$T_t(\gamma, \pi) := (\gamma(t) := \psi^*_t g, \pi(t)).$$

Here, as in Chapter 3, $\psi_t(x) := \psi(t, x)$, while $\pi(t)$ is related to the extrinsic curvature $K(t)$ of the hypersurfaces $\psi_t(\Sigma)$ as in Equation (5.31) with $g_{ij}$ replaced by $\gamma_{ij}$. When $\psi$ arises from the flow of a vector field $X$ on $M$,

$$\frac{d\psi_t}{dt} = X \circ \psi_t,$$

we then have the variational formula (5.21), with the Hamiltonian given by Equations (5.24)-(5.26); as already pointed out, all the boundary integrals there vanish. The volume integral (5.26) vanishes as well when $X$ is a Killing vector field of the background metric. Thus, the Hamiltonians are trivial for background Killing vectors, even though the dynamics is not. We emphasize that the Hamiltonians do not vanish in general for $X$'s which are not $b$-Killing vector fields; for example, on a Robertson-Walker background the Hamiltonian associated with time translations will be non-trivial in the context of Equation (5.21).
An alternative variational formula is (5.27), with vanishing Hamiltonian regardless of whether or not the vector field $X$ is a Killing vector field for the background metric $b$. Similarly, the usual ADM variational formula (5.43) always leads to vanishing Hamiltonians in space-times with compact boundaryless Cauchy surfaces, whatever the vector field $X$.

5.4 Space-times asymptotically flat in spacelike directions

The next example we consider is that of space-times which are asymptotically flat in spacelike directions. The problem is somewhat more complicated, as compared to the cosmological one, because of the non-compactness of the spacelike hypersurfaces under consideration; this leads to convergence questions, and to the occurrence of boundary terms at infinity. On the other hand it is considerably simpler than the problem we are ultimately interested in — energy in the radiation regime — because there is no outflow, or inflow, of energy in the asymptotic region in this case.

In the setting here the manifold $\Sigma$ is assumed to be the union of a compact manifold $\Sigma_{\text{int}}$ together with an asymptotic region $\Sigma_{\text{ext}}$ diffeomorphic to $\mathbb{R}^3 \setminus B(0, R)$, where $B(0, R)$ denotes a coordinate ball of radius $R$ centered at the origin. Thus we assume that there is only one asymptotically flat end $\Sigma_{\text{ext}}$: the generalisation to a finite number of ends is straightforward and is left to the reader — one obtains then a mass, momentum, etc., for each asymptotically flat region.

On $\mathbb{R} \times \Sigma$ we choose any metric $b$ such that

$$b = -dt^2 + dx^2 + dy^2 + dz^2 \quad \text{on } \mathbb{R} \times \mathbb{R}^3 \setminus B(0, 2R) ,$$

in the coordinate system in which (5.49)-(5.50) hold. The coordinates $(x^\mu) \equiv (t, x, y, z)$ of (5.48) will be referred to as quasi-Minkowskian coordinates. The standard way [16, 40, 100] of defining asymptotic flatness associated to the background $b$ is to require that in the quasi-Minkowskian coordinates on $\mathbb{R} \times \Sigma_{\text{ext}}$ the physical metrics $g$ satisfies

$$|g_{\mu\nu} - \eta_{\mu\nu}| = o(r^{-1/2}) , \quad |\partial_\sigma g_{\mu\nu}| = o(r^{-3/2}) ,$$
$$\partial_\sigma g_{\mu\nu} \in L^2(\Sigma_{\text{ext}}) .$$

We note that those conditions require a map $\psi(\gamma, \pi)$ as in (5.44), to transport the metric from the physical space-time to $\mathbb{R} \times \Sigma$, we will return to this question shortly. For example, Equations (5.49)-(5.50) will hold if we have

$$|g_{\mu\nu} - \eta_{\mu\nu}| = O(r^{-\alpha}) , \quad |\partial_\sigma g_{\mu\nu}| = O(r^{-\alpha-1}) , \quad \text{for some } \alpha > 1/2 ,$$

(5.51)
and these equations are satisfied in Schwarzschild space-time with $\alpha = 1$. Under reasonably mild supplementary conditions (involving weighted-Sobolev conditions on derivatives of order two of the metric), the positive energy theorem $\cite{20, 81, 82, 85, 111, 125}$ implies that the decay rate $\alpha = 1$ cannot be improved for vacuum space-times except for initial data sets corresponding to the Minkowski space-time. However, under $(5.51)$ the integrand of $(5.14)$ behaves as $r^{-1-2\alpha}$, which in space-dimension 3 leads to a divergent integral for $\alpha \leq 1$. This shows that a more careful analysis of this integrand is necessary. There are various ways of proceeding, in the approach presented here we shall exploit the observation, originally due to Lichnerowicz, that the scalar constraint equation $(5.35)$ becomes an elliptic equation for a conformal factor once a conformal class of $\gamma_{ij}$ has been prescribed. We thus write

$$\gamma_{ij} = e^{\phi} \hat{\gamma}_{ij},$$

(5.52)

so that the volume integrand in $(5.33)$ takes the form

$$\delta_1 \gamma_{kl} \delta_2 \pi^{kl} - \delta_1 \Rightarrow \delta_2 = \delta_1 \phi \delta_2 (\gamma_{kl} \pi^{kl}) - e^\phi [\pi^{kl} \delta_1 \phi \delta_2 \hat{\gamma}_{kl} - \delta_1 \hat{\gamma}_{kl} \delta_2 \pi^{kl}] - \delta_1 \Rightarrow \delta_2.$$  

(5.53)

The point here is that while the fall-off of $\phi$ cannot be better than $1/r$ in general, that of $\hat{\gamma}_{ij}$ may be chosen at will. One is then left with only one problematic term in $(5.53)$, namely $\delta_1 \phi \delta_2 (\gamma_{kl} \pi^{kl}) - \delta_1 \Rightarrow \delta_2$. We will control this term by imposing stronger restrictions on $\gamma_{kl} \pi^{kl}$ than on $\pi^{kl}$ or, equivalently, by imposing further conditions on the trace of the extrinsic curvature tensor. Choose any vacuum initial data set $(\hat{\gamma}_{ij}, \hat{\pi}^{kl})$ arising from a space-time satisfying the conditions $(5.49)-(5.50)$, and let $\hat{\pi}$ be the trace of the ADM momentum tensor $\hat{\pi}^{kl}$:

$$\hat{\pi} = \hat{\gamma}_{kl} \hat{\pi}^{kl}.$$  

(5.54)

(One easily checks, using Equations $(5.40)$ and $(5.49)$, that $\hat{\pi} = o(r^{-3/2})$.)

In this section we will explicitly put indices on all tensorial objects so that $\hat{\pi}$ is not the same object as the tensor $\hat{\pi}^{kl}$; we hope that the reader will not get confused by the fact that those indices are not explicitly displayed in other sections. We will start by defining a phase space $\mathcal{P}_x$ by imposing a series of requirements, the desired phase space $\mathcal{P}_{ADM}$ will then be defined by Equation $(5.60)$ below. First, we shall assume that all initial data $(\gamma_{ij}, \pi^{kl})$ in $\mathcal{P}_x$ satisfy

$$\phi = O(r^{-1}), \quad \frac{\gamma_{kl} \pi^{kl} - \hat{\pi}}{r} \in L^1(\Sigma_{ext}).$$  

(5.55)

This will hold if, e.g.,

$$\phi = O(r^{-\gamma}), \quad \gamma_{kl} \pi^{kl} - \hat{\pi} = O(r^{-\gamma}), \quad \text{for some } \gamma > 2.$$  

(5.56)

In view of $(5.53)$, the convergence of the integral in $(5.14)$ or — equivalently — of the ADM form $(5.33)$, will hold (by the Bunyakovsky-Cauchy-Schwartz inequality in $L^2(\Sigma_{ext})$) if we further assume that
This will be satisfied, e.g., for fields such that
\[
\tilde{\gamma}_{ij} - \delta_{ij} = O(r^{-\beta}) , \quad \pi^{ij} = O(r^{-\beta}) , \quad \text{for some } \beta > 3/2 . \tag{5.58}
\]
We shall finally impose on \( \mathcal{P}_\pi \) some conditions which will arise — in an implicit way — from the requirement that \( \mathcal{P}_\pi \) be preserved under evolution by the vacuum Einstein equations. This is related to the question of the “choice of gauge”, that is, of the map in Equation (5.44). We emphasize that even under the restriction (5.49), (5.50) and (5.55) there is considerable arbitrariness left. Further, the Hamiltonians “associated with a vector field \( \partial/\partial t \)” do depend upon the choice made, because the field \( \partial/\partial t \) in one such choice will in general not coincide with the vector \( \partial/\partial t \) arising from another choice of the maps (5.44). Nevertheless, it can be shown \([16, 40, 41]\) that the numerical value of the Hamiltonians (5.61)-(5.62) below, associated with space-time translations, is independent of this choice as long as the asymptotic conditions (5.51) hold.

Let, as in the previous section, \((M_{(\gamma, \pi)}, g)\) be the maximal globally hyperbolic development of any initial data \((\gamma_{ij}, \pi^{kl}) \in \mathcal{P}_\pi\), and let \(\tau\) be any time function defined on a globally hyperbolic neighbourhood in \(M_{(\gamma, \pi)}\) of \(i(\Sigma)\) (by definition, a time function \(\tau\) is a differentiable function with the property that its gradient \(\nabla \tau\) is timelike). We also assume that \(i(\Sigma)\) is a Cauchy surface for this neighbourhood. There is then a natural diffeomorphism of this neighbourhood and a subset of \(\mathbb{R} \times \Sigma\) obtained by assigning to \(p\) the couple \((t, x)\), where \(t = \tau(p)\), while \(x\) is defined as the intersection with \(i(\Sigma)\) of the integral curve of \(\nabla t\) passing through \(p\). Let \((\gamma_{ij}(t), \pi^{kl}(t))\) be the Cauchy data induced by \(g\) on the level set \(\{\tau(p) = t\}\) of \(\tau\). The requirement that the dynamics preserves \(\mathcal{P}_\pi\) imposes the restriction that (5.55) holds with \((\gamma_{ij}, \pi^{kl})\) replaced by \((\gamma_{ij}(t), \pi^{kl}(t))\); this will be guaranteed if we choose the function \(\tau\) so that we have
\[
\gamma_{ij}(t, x)\pi^{ij}(t, x) = \gamma_{ij}(0, x)\pi^{ij}(0, x) . \tag{5.59}
\]
This gives then one possible proposal\(^5\) how to choose a desired map in (5.44).

Several comments are in order here. First, (5.59) is, essentially, the prescribed mean curvature equation. Its linearization leads to an elliptic, second order equation, which has no kernel in vacuum. This means, in our asymptotically flat context, that the solutions of (5.59) with the asymptotic requirement that \(\tau\) tends to a constant when \(r(x)\) tends to infinity do lead to a foliation of a neighbourhood \(\mathcal{O}_{(\gamma, \pi)}\) of \(i(\Sigma)\), whenever they exist. Next, under some mild supplementary hypotheses on the initial data, involving weighted Hölder or

\[^5\] One could use the wave-map condition (5.46) here, if desired; this requires checking that the associated evolution preserves the conditions imposed, which might lead to the need of imposing some further conditions on \(\mathcal{P}_\pi\) to obtain a consistent scheme. We have not attempted to analyse this question.
Sobolev conditions on a finite number of derivatives of the metric, one can use the boost theorem of Christodoulou and O’Murchadha [37] together with the implicit function theorem to obtain existence of the required neighbourhood \( O(\gamma, \pi) \) (compare [15, 18]), so that the coordinates \((t, x)\) cover a set of the form \((t_-, t_+ \times \Sigma)\), for some \( t_- < 0 < t_+ \), and so that the fall-off conditions (5.49)-(5.50) and (5.57) hold on the level sets of \( t \). Rather than writing down the list of supplementary hypotheses needed for all those properties to hold, as our final restriction on \( \mathcal{P}_\pi \) we shall require instead that the fields in \( \mathcal{P}_\pi \) be such that conditions (5.49), (5.50), and (5.57) are preserved by the evolution implicitly defined by Equation (5.59).

It should be pointed out that the usual method of constructing solutions of the vacuum constraint equations imposes \( \gamma_{ij} K^{ij} = 0 \) at the outset [35] (cf., however, [34, 79]), so that (5.59) does not seem to be overly restrictive from this point of view. Nevertheless it is unsatisfactory that each space \( \mathcal{P}_\pi \) contains only a subset of all the initial data arising from space-times satisfying the asymptotic conditions (5.49), (5.50) and (5.57). This is cured by setting

\[
\mathcal{P}_{ADM} := \cup_\pi \mathcal{P}_\pi ,
\]

where the union is taken over all smooth functions on \( \Sigma \) satisfying \( \pi = o(r^{-3/2}) \), together with perhaps some finite number of weighted conditions of the derivatives of \( \pi \) related to the structure of the spaces \( \mathcal{P}_\pi \). It is natural to view \( \mathcal{P}_{ADM} \) as a manifold, with the \( \mathcal{P}_\pi \)'s providing coordinate patches, in the following loose sense: It follows from what has been said about the mean curvature equation that for each \( (\gamma_{ij}, \pi^{kl}) \in \mathcal{P}_\pi \) there is an open neighbourhood \( \mathcal{O} \) of the function \( \pi \) (in an appropriate weighted Sobolev or weighted Hölder topology) such that for any function \( \pi \in \mathcal{O} \) there exists an asymptotically flat hypersurface \( \mathcal{S}' \) in \( M(\gamma, \pi) \) with the property that the metric \( \gamma'_{ij} \) and the ADM momentum \( \pi'^{kl} \) induced by the space-time metric \( g \) on \( \mathcal{S}' \) satisfy

\[
\gamma'_{ij} \pi'^{ij} = \pi .
\]

In other words, the data induced on \( \mathcal{S}' \) are in \( \mathcal{P}_\pi \). Thus, dynamics by the vacuum Einstein equations allows one to pass from one space \( \mathcal{P}_\pi \) to another, within open sets of functions \( \pi \).

We have already established convergence of the volume integral in Equation (5.33), the vanishing of the boundary integral there immediately follows from (5.49). Let \( X \) be a translation in the asymptotic region; that is, \( X = a^\mu \partial_\mu \) has constant coefficients \( a^\mu \) in the coordinates of (5.48). One then easily checks that under (5.49)-(5.50) the boundary integrals in Equation (5.43) vanish, and the volume integral converges. General arguments can be given [124] that this implies the convergence of \( H_{\text{boundary}}(X, \mathcal{S}) \); an alternative is to verify directly from the defining formula (5.15) that the volume integral there converges in view of (5.49)-(5.50). This establishes the Hamiltonian character, in the sense of (5.43), with Hamiltonian \( H_{\text{boundary}}(X, \mathcal{S}) \),
of space-time translations for fields in $\mathcal{P}_{\text{ADM}}$. Similarly the variational formula (5.27) holds with a convergent volume integral and vanishing boundary integral. Finally, if $a^\mu \partial_\mu$ is a Killing vector of the background metric $b$, then $H_{\text{boundary}}(X, \mathcal{S})$ is again a Hamiltonian in the sense of Equation (5.21) with no boundary term there; otherwise the (convergent) volume contribution (5.26) has to be added to obtain a Hamiltonian dynamics in the sense of (5.21), still with no boundary term.

For any set of constants $a^\mu$ we define the Arnowitt-Deser-Misner four-momentum $p^\mu$ as

$$p_\mu a^\mu := -H_{\text{boundary}}(a^\mu \partial_\mu, \mathcal{S}),$$

where $\mathcal{S} = i(\Sigma)$; the minus sign here is due to our signature $(-+++)$. A somewhat lengthy calculation leads to the standard ADM [7, 8] form of energy-momentum of vacuum gravitational fields satisfying the fall-off conditions (5.49)-(5.50); in terms of fields on $i(\Sigma) \subset M$ we have:

$$m \equiv p^0 := \frac{1}{16\pi} \int_{S^2} (g^{i,j} - g_{i,j})d\sigma_i, \quad (5.61)$$
$$p^i := \frac{1}{8\pi} \int_{S^2} P^{i3}d\sigma_j. \quad (5.62)$$

The reader is referred to [21, 106] for an alternative Hamiltonian treatment of asymptotically flat space-times, and to [3, 17] for an analysis of some related analytical issues.

To close this section, we mention that the requirement of a finite and well defined angular momentum imposes some further restrictions on the asymptotic behaviour of the fields under consideration, see [21, 36, 39, 84].

5.5 Space-times with anti-de Sitter asymptotic behaviour

As another illustration of the geometric Hamiltonian techniques, we consider solutions of vacuum Einstein equations with a strictly negative cosmological constant $\Lambda$. We will restrict our attention to metrics $g$ that asymptote to background metrics $b$ of the form

$$b = -\left(\frac{r^2}{\ell^2} + k\right)dt^2 + \left(\frac{r^2}{\ell^2} + k\right)^{-1}dr^2 + r^2h,$$
$$h = h_{AB}(v^C)dv^Adv^B, \quad k = \text{const}, \quad (5.63)$$
where $h$ is a Riemannian metric on $\tilde{M}$, and $\ell$ is a strictly positive constant related to the cosmological constant $\Lambda$ by the formula

$$2\Lambda = -n(n-1)/\ell^2 .$$

(5.64)

The manifold $\tilde{M}$ will be assumed to be compact (without boundary) throughout this section. For example, if $h$ is the standard round metric on $S^2$ and $k = 1$, then $h$ is the anti-de Sitter metric. Examples of non-trivial metrics $g$ asymptotic to the anti-de Sitter metric are the Kottler [95] (“Schwarzschild – anti-de Sitter”) metrics

$$g = -\left(k - \frac{2m}{r} + \frac{r^2}{\ell^2}\right) dt^2 + \left(k - \frac{2m}{r} + \frac{r^2}{\ell^2}\right)^{-1} dr^2 + r^2 h ,$$

(5.65)

where $k$ is again equal to one, $m$ is a constant, and $h$ is a unit round metric on $S^2$. Another family of examples is given by the “generalized Kottler metrics” [28, 122], again of the form (5.65), except that $h$ is now a Riemannian metric on a higher genus two dimensional manifold $\tilde{M}$. These metrics are solutions of the vacuum Einstein equations with a cosmological constant given by formula (5.64) if and only if $h$ has constant Gauss curvature equal to $k$. We mention that the Hamiltonian mass defined by Equation (5.87) below coincides with the mass parameter $m$ in (5.65) when $h$ is the round unit sphere, is proportional to the parameter $m$ in (5.65) when $h$ is a metric of constant Gauss curvature $k$ on some higher genus manifold $\tilde{M}$, and is proportional to the parameter $\eta$ which occurs in the $(n+1)$-dimensional generalizations of the Kottler metrics [78]

$$g = -\left(1 - \frac{2\eta}{r^{n-2}} + \frac{r^2}{\ell^2}\right) dt^2 + \left(1 - \frac{2\eta}{r^{n-2}} + \frac{r^2}{\ell^2}\right)^{-1} dr^2 + r^2 h ,$$

(5.66)

with $h$ — a round metric of scalar curvature $(n-1)(n-2)$ on a $(n-1)$-dimensional sphere (cf., e.g., [31]).

In the remainder of this section we allow an arbitrary space dimension $n$; the exposition here follows [45]. With our signature $(- + \cdots +)$ one needs to repeat the calculations of Section 5.1 with the Hilbert Lagrangian density $L$ replaced by

$$\sqrt{-\det g_{\mu\nu}} \frac{g^{\alpha\beta} R_{\alpha\beta} - 2\Lambda}{16\pi} ,$$

and without making the assumption $n + 1 = 4$ done there. The resulting equations are identical up to (5.8), while that last equation gets replaced by

---

A warped product form of the metric, with the factor in front of $h$ not being constant, together with the Einstein equations (5.71), force $g_{rr}$ and $g_{tt}$ to have the form (5.63) in an appropriate coordinate system [31], with $k$ being a function of $r$ which approaches a constant as $r$ tends to infinity. Further $h$ itself has to satisfy the Einstein equation (5.71) with $\Lambda$ replaced by an appropriate constant.
\[ \Gamma_{\mu}^{\alpha} = B_{\mu}^{\alpha} - p_{\mu}^{\alpha} + \frac{2}{n} \delta_{(\mu}^{\alpha} p_{\nu)}^{\kappa} \, . \]

The calculation continues as before: subtracting (5.6) from (5.4) and using the definition of \( p_{\mu}^{\alpha} \) we arrive at the equation
\[ g^{\mu \nu} R_{\mu \nu} = \frac{\sqrt{-\det g_{\mu \nu}}}{8\pi} \Lambda = -\partial_{\alpha} \left( g^{\mu \nu} p_{\mu}^{\alpha} \right) + L \, , \]
where the new Lagrangian \( L \) differs from the old one by the cosmological constant term:
\[ L := g^{\mu \nu} \left[ \left( \Gamma_{\sigma \mu}^{\alpha} - B_{\sigma \mu}^{\alpha} \right) \left( \Gamma_{\sigma \nu}^{\alpha} - B_{\sigma \nu}^{\alpha} \right) - \left( \Gamma_{\mu \sigma}^{\alpha} - B_{\mu \sigma}^{\alpha} \right) \left( \Gamma_{\sigma \nu}^{\alpha} - B_{\sigma \nu}^{\alpha} \right) \right] + \frac{\sqrt{-\det g_{\mu \nu}}}{8\pi} \Lambda \, . \]

Similarly as in (5.10) we may calculate \( p_{\mu}^{\alpha} \) in terms of the derivatives of \( g_{\mu \nu} \).

The final result is:
\[ p_{\mu}^{\lambda} = \frac{1}{2} g_{\mu \alpha} g_{\lambda \nu} - \frac{1}{2} g_{\mu \alpha} g_{\lambda \nu} - \frac{1}{2} g^{\lambda \alpha} g_{\sigma \nu} g_{\sigma \mu} + \frac{1}{2(n-1)} g_{\lambda \alpha} g_{\sigma \nu} g_{\sigma \mu} + \frac{1}{2} \delta_{\mu}^{\lambda} g_{\sigma \nu} g_{\sigma \mu} + \frac{1}{2} \delta_{\mu}^{\lambda} g_{\sigma \nu} g_{\sigma \mu} \, , \tag{5.67} \]
and we have assumed that \( n \geq 2 \). Further,
\[ \Gamma_{\mu}^{\alpha} - B_{\mu}^{\alpha} = -p_{\mu}^{\alpha} + \frac{1}{n-1} g_{\sigma \nu} \delta_{(\mu}^{\alpha} g_{\nu)}^{\lambda} \, . \]

We have
\[ \frac{\partial L}{\partial g_{\mu \nu}} = \frac{\partial L}{\partial g_{\mu \nu}^{\lambda}} = \frac{\partial L}{\partial \Gamma_{\mu}^{\alpha}} \frac{\partial \Gamma_{\mu}^{\alpha}}{\partial g_{\mu \nu}^{\lambda}} = p_{\mu}^{\lambda} \, , \tag{5.68} \]
with the last equality being obtained by tedious but otherwise straightforward algebra. It follows again that the tensor \( p_{\mu}^{\lambda} \) is the momentum canonically conjugate to the contravariant tensor density \( g_{\mu \nu}^{\lambda} \). Alternatively, one can calculate
\[ L = \frac{1}{2} g_{\mu \alpha} g_{\lambda \nu} - \frac{1}{4} g^{\lambda \alpha} g_{\sigma \nu} g_{\sigma \mu} - \frac{1}{4} g^{\lambda \alpha} g_{\sigma \nu} g_{\sigma \mu} + \frac{1}{8} g^{\lambda \alpha} g_{\sigma \nu} g_{\sigma \mu} + \frac{1}{8} \delta_{\mu}^{\lambda} g_{\sigma \nu} g_{\sigma \mu} + \frac{1}{8} \delta_{\mu}^{\lambda} g_{\sigma \nu} g_{\sigma \mu} + \frac{\sqrt{-\det g_{\mu \nu}}}{8\pi} \Lambda \, . \tag{5.69} \]

and check directly that
\[ \frac{\partial L}{\partial g_{\mu \nu}^{\lambda}} = p_{\mu}^{\lambda} \, . \tag{5.70} \]

The geometric context for our remaining considerations in this section is the following: Let \( \mathcal{S} \) be an \( n \)-dimensional spacelike hypersurface in a \( n+1 \)-dimensional Lorentzian space-time \( (M, g) \), \( n \geq 2 \). Suppose that \( M \) contains
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an open set \( \mathcal{W} \) with a global time coordinate \( t \) (with range not necessarily equal to \( \mathbb{R} \)), as well as a global “radial” coordinate \( r \in [R, \infty) \), leading to local coordinate systems \( (x^\mu) = (t, r, v^A) \), with \( (v^A) \) — local coordinates on some compact \( n-1 \) dimensional manifold \( \hat{M} \). We further require that \( \mathcal{S}_{\text{ext}} \equiv \mathcal{S} \cap \mathcal{W} = \{ t = 0 \} \). (The symbols \( x^0 \) and \( t \) are used interchangeably in this section.) In other words, \( \mathcal{W} \) is a space-time neighbourhood — perhaps small — of the hypersurface

\[
\mathcal{S}_{\text{ext}} \approx [R, \infty) \times \hat{M}.
\]

Assume that the metric \( g \) approaches (as \( r \) tends to infinity, in a sense which will be made precise shortly) a background metric \( b \) of the form (5.63). Suppose further that \( g \) satisfies the vacuum Einstein equations with a cosmological constant

\[
R_{\mu\nu} - \frac{g^{\alpha\beta} R_{\alpha\beta}}{2} g_{\mu\nu} = -\Lambda g_{\mu\nu} , \quad \Lambda = -\frac{n(n-1)}{2\ell^2} ,
\]

(5.71) similarly for \( b \). (The existence of a large family of such \( g \)'s follows from the work in [62, 87].) Let

\[
\theta^0 = \sqrt{\frac{r^2}{\ell^2} + k} \, dt , \quad \theta^1 = \frac{1}{\sqrt{\frac{r^2}{\ell^2} + k}} \, dr , \quad \theta^P = r \alpha^P ,
\]

(5.72) where \( \alpha^P \) is an \( h \)-orthonormal coframe (the indices \( A, B, C \) run from 2 to \( n \) and are coordinate indices on \( \hat{M} \), while the indices \( P, Q, R \) have the same range and are tetrad indices there). We let \( e_a \) be the frame dual to \( \theta^a \),

\[
e_0 = \frac{1}{\sqrt{\frac{r^2}{\ell^2} + k}} \, \partial_t , \quad e_1 = \sqrt{\frac{r^2}{\ell^2} + k} \, \partial_r , \quad e_P = \frac{1}{r} \beta_P ,
\]

(5.73) so that \( \beta_P \) is a \( h \)-orthonormal frame on \( (\hat{M}, h) \). We set

\[
e^{\mu\nu} \equiv g^{\mu\nu} - b^{\mu\nu} ,
\]

(5.74) and let

\[
e^{ab} \equiv g(\theta^a, \theta^b) - \eta^{ab}
\]
denote the coefficients of \( e^{\mu\nu} \) with respect to the frame \( \theta^a \) dual to the \( e_a \)'s:

\[
e^{\mu\nu} \partial_\mu \otimes \partial_\nu = e^a e_a \otimes e_c .
\]

Here \( \eta^{ab} \equiv \text{diag}(-1, +1, \cdots, +1) \). Thus — in this section — lower case Latin indices \( a, b, \text{ etc.} \), range from 0 to \( n \) and are tetrad indices, while Greek indices \( \alpha, \beta, \text{ etc.} \), have the same ranges but are coordinate indices. We stress that we do not assume existence of global frames on the asymptotic region: when
\( \tilde{M} \) is not parallelizable, then any conditions on the \( e^{ab} \)'s, etc. assumed below should be understood as the requirement of existence of a covering of \( \tilde{M} \) by a finite number of open sets \( \mathcal{O}_i \) together with frames defined on \([R_0, \infty) \times \mathcal{O}_i \) of the form given above.

We define the phase space \( \mathcal{P}_{\text{adS}} \) as the space of those smooth sections \((p^\lambda_{\alpha \nu}, g^{\alpha \beta})\) along \( \mathcal{F} \) of the space-time phase bundle which satisfy the following conditions:

\textbf{C1.} First, we only allow those sections of the space-time phase bundle which arise from solutions of the vacuum Einstein equations with cosmological constant \( \Lambda \) — in particular the general relativistic constraint equations with cosmological constant \( \Lambda \) have to be satisfied by the fields \((p^\lambda_{\alpha \nu}, g^{\alpha \beta})\).

\textbf{C2.} Next, the \( e_a \)-tetrad components of \( g \) are required to be bounded on \( \mathcal{S}_{\text{ext}} \). Moreover, we impose the integral condition

\[
\int_{\mathcal{S}_{\text{ext}}} r \left( \sum_{a,b,c} |\tilde{\nabla}_a e^{bc}|^2 + \sum_{d,c} |e^{dc}|^2 \right) d\mu_b < \infty ,
\]

where \( \tilde{\nabla} \) is the Levi-Civita connection of the background metric \( b \). In Equation (5.75) \( d\mu_b \) is the measure arising from the metric induced on \( \mathcal{F} \) by the background metric \( b \); in local coordinates such that \( \mathcal{S}_{\text{ext}} = \{x^0 = 0\} \) we have \( d\mu_b = \sqrt{\det b_{ij}} \, dr \, dn^{-1} \, v \), with the indices \( i, j \) running from 1 to \( n \).

\textbf{C3.} Further, the fall-off conditions

\[
e^{ab} = o(r^{-n/2}) , \quad e_c(e^{ab}) = o(r^{-n/2}) ,
\]

are assumed to hold on \( \mathcal{S}_{\text{ext}} \).

\textbf{C4.} Finally, we shall assume that the following “volume normalisation condition” is satisfied:

\[
\int_{\mathcal{S}_{\text{ext}}} r |b_{ad}e^{cd}| \, d\mu_b < \infty .
\]

Whenever we consider variations \((\delta p^\lambda_{\alpha \nu}, \delta g^{\alpha \beta})\) of the fields in \( \mathcal{P}_{\text{adS}} \), we will require that those variations satisfy the same decay conditions as the fields in \( \mathcal{P}_{\text{adS}} \).

In this section we will ignore the question of the choice of gauge maps in (5.44), assuming that some such choice has been made, compatible with the conditions listed above.

From now on we shall assume that \( B^a_{\beta \gamma} \) is the Levi-Civita connection of the background metric \( b \). A condition equivalent to (5.75), which “looks less geometric” but is slightly more convenient to work with, is

\[
\int_{\mathcal{S}_{\text{ext}}} r \left( \sum_{a,b,c} |e_a(e^{bc})|^2 + \sum_{d,c} |e^{dc}|^2 \right) d\mu_b < \infty .
\]
This equivalence can be seen as follows: Let $\theta^i$, $e_i$ be as in Equations (5.72)-(5.73), we denote by
\[ \hat{\theta}^i \equiv \theta^i(\hat{\nabla}_s e_j) \]
the associated connection coefficients. One easily finds
\[ \hat{\omega}^P_{1Q} = \frac{\sqrt{r^2 + k^2}}{r} \delta^P_Q = -\hat{\omega}^1_{PQ} \tag{5.79} \]
If we denote by
\[ \alpha^P \equiv \alpha(v^A)^P B_J d_J \tag{5.80} \]
an orthonormal frame for the metric $h$, and by $\beta^P_{QR}$ the associated Levi-Civita connection coefficients, then
\[ \hat{\omega}^P_{QR} = \frac{1}{r} \beta^P_{QR} \tag{5.81} \]
All connection coefficients other than those in (5.79) or (5.81) vanish. Equations (5.79)-(5.81) show that the $\hat{\nabla}$-connection coefficients are bounded in the frame $e_a$, and the equivalence of (5.75) with (5.78) easily follows.

It is instructive to give some simpler fall-off conditions that ensure that $C^2-C^4$ hold; one possibility is
\[ e^{ab} = O(r^{-\beta}) \, , \quad e_a(e^{bc}) = O(r^{-\beta}) \, , \quad b_{ab} e^{ab} = O(r^{-\gamma}) \tag{5.82} \]
with
\[ \beta > n/2 \, , \quad \gamma > n \tag{5.83} \]
We wish to verify that all the objects at hand are well defined on $\mathcal{P}_{adS}$; let us start by showing that Equation (5.75) guarantees that the integral (5.14) defining $\Omega_{S}$ converges. In order to see that, consider the identity:
\[ \hat{\nabla}_a e^{\mu
u} = \hat{\nabla}_a g^{\mu\nu} = (\hat{\nabla}_a - \nabla_a) g^{\mu\nu} = -g^{\mu\sigma} (\Gamma^\nu_{\sigma a} - B^\nu_{\sigma a}) - g^{\nu\sigma} (\Gamma^\mu_{\sigma a} - B^\mu_{\sigma a}) \tag{5.7} \]
The usual cyclic permutations calculation allows one to express $\Gamma^\alpha_{\beta\gamma} - B^\alpha_{\beta\gamma}$ as a linear combination of the $\hat{\nabla}_a e^{\mu\nu}$'s. It then follows from Equation (5.7) that the tetrad coefficients $p^{\mu\nu}_{ae}$ of $p^a_{\beta\gamma}$, are, on $\mathcal{S}_{ext}$, linear combinations with bounded coefficients of the $\hat{\nabla}_a e^{bc}$'s. In local coordinates on $\mathcal{S}_{ext}$ we have
\[ \sqrt{|\det b_{\mu\nu}|} r \sqrt{|\det b_{ij}|} \]
hence
\[ \int_{\mathcal{S}_{ext}} |\delta p^0_{ah}| |\delta e^{ab}| dr d^n v \leq C \sum_{a,b,c,d,e} \int_{\mathcal{S}_{ext}} r |\hat{\nabla}_a \delta e^{de}| |\delta e^{ab}| d\mu_b \leq C |\delta e^{ab}| d\mu_b \leq \infty \, . \]
Here the coordinate \( x^0 \) has been chosen so that \( \mathcal{S}_{\text{ext}} = \{ x^0 = 0 \} \). Thus, \( \Omega_\mathcal{S} \) is well defined on \( \mathcal{P}_{\text{AdS}} \), as desired.

Recall, next, the ADM form Equation (5.33); similar considerations lead to the conclusion that the volume integral in Equation (5.33) converges. We wish to show that the boundary integral in Equation (5.33) vanishes for fields in \( \mathcal{P}_{\text{AdS}} \), so that \( \Omega_\mathcal{S} \) coincides with the more familiar “ADM symplectic form”. We have

\[
\delta \left( \frac{\sqrt{\det g_{ij}}}{N} \right) = \delta \left( \sqrt{|\det g_{\mu\nu}|} \right)
\]

\[
= \delta \left( \sqrt{\frac{\det g_{\mu\nu}}{\det b_{\mu\nu}}} \right) \sqrt{|\det b_{\mu\nu}|}
\]

\[
= o(r^{-n/2})O(r^{n-1}) = o(r^{n/2-1}) .
\]

To avoid a clash of notation with frame indices, the quantity \( N^3 \) appearing in Equation (5.33) will be denoted by \( N^r \), \( g^{00} \) appearing there will be denoted by \( g^{tt} \), etc. One easily checks the identity

\[
N^r = \frac{n(r)}{\sqrt{|g^{tt}|}},
\]

where \( n \) is the future directed \( g \)-unit-normal to \( \mathcal{S} \). We have

\[
g^{tt} \equiv g(dt, dt) = (\eta^{ab} + e^{ab})e_a(t)e_b(t)
\]

\[
= (\eta^{00} + e^{00})(e_0(t))^2
\]

\[
= (\eta^{00} + e^{00})|g^{tt}|,
\]

which gives

\[
\frac{1}{\sqrt{|g^{tt}|}} = O(r) ,
\]

\[
\delta \left( \frac{1}{\sqrt{|g^{tt}|}} \right) = \delta \left( \sqrt{\frac{b^{tt}}{g^{tt}}} \right) \frac{1}{\sqrt{|b^{tt}|}} = o(r^{-n/2+1}) .
\]

Further,

\[
n(r) = n^b e_b(r) = n^1 e_1(r) = o(r^{-n/2+1}) ,
\]

\[
\delta n(r) = \delta n^1 e_1(r) = o(r^{-n/2+1}) ,
\]

where \( e_a \) is a \( b \)-orthonormal frame as in Equation (5.73), and the vanishing of the boundary term in (5.33) readily follows.

We have shown in the preceding sections that the Hamiltonian associated with a one parameter family of maps of the phase space into itself which arise from the flow of a vector field \( X \) on the space-time equals
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\[ H(X, \mathcal{S}) = \int_{\mathcal{S}} \left( \ell_X p^\alpha_{\alpha\beta} - X^\mu L \right) dS_\mu \]  

(5.84)

provided that all the integrals involved are well defined, and that the boundary integral in the variational formula

\[-\delta H = \int_{\mathcal{S}} \left( \ell_X p^\lambda_{\lambda\mu\nu} \delta g^{\mu\nu} - \ell_X g^{\mu\nu} \delta p^\lambda_{\lambda\mu\nu} \right) dS_\lambda + \int_{\partial \mathcal{S}} \left( X^{(\mu p\nu)}_{\ alpha\beta} \delta g^{\alpha\beta} dS_{\mu\nu} \right), \]

(5.85)

vanishes. Let us start with the question of convergence of \( H \) given by (5.84). First, one can check that all the formulae of [38, Appendix B] are dimension independent, and for vector fields \( X \) which are Killing vector fields for the metric \( b \) one has the identity

\[ H^\lambda = p_{\alpha\beta}^\lambda \ell_X g^{\alpha\beta} - X^\lambda L = \mathbb{W}^{\lambda\mu\nu} + T^\lambda_{\ \kappa} X^\kappa, \]

(5.86)

where \( T^\lambda_{\ \kappa} \) is the matter energy-momentum tensor (assumed to vanish here), and \( \mathbb{W}^{\alpha\beta} \) is given by Equation (5.17). If \( b \) is the anti-de Sitter metric, then the integral of \( H^\lambda dS_\lambda \) over large “balls” \( B_R := \{ r \leq R \} \) within \( \mathcal{S} \) diverges if we try to pass with the radius of those balls to infinity. Indeed, we have

\[ H^\lambda \bigg|_{g=b} = -(\hat{R} - 2\Lambda)X^\lambda/16\pi, \]

with \( \hat{R} \) — the Ricci scalar of the background metric \( b \), and \( \hat{R} - 2\Lambda = 4\Lambda/(n-1) \) in an \( (n+1) \)-dimensional space-time. We therefore subtract from \( H^\lambda \) a \( g \)-independent term which will cancel this divergence: indeed, such terms can be freely added to the Hamiltonian because they do not affect the variational formula (5.85) that defines it; from an energy point of view such an subtraction corresponds to a choice of the zero point of the energy. We thus set

\[ U^{\alpha\beta} := \mathbb{W}^{\alpha\beta}[g] - \mathbb{W}^{\alpha\beta}[b], \]

and from what has been said it follows that

\[ m(\mathcal{S}, g, b, X) = \frac{1}{2} \int_{\partial \mathcal{S}} U^{\alpha\beta} dS_{\alpha\beta}, \]

(5.87)

will still be a candidate for a Hamiltonian. From the definition of \( H^\lambda \) and from Equation (5.86) one easily finds

\[ 16\pi \hat{\nabla}_\beta U^{\alpha\beta} = \left( \sqrt{|\det g|} g^{ab} - \sqrt{|\det b|} b^{ab} \right) \hat{R}_{ab} X^\beta + 2\Lambda \left( \sqrt{|\det g|} - \sqrt{|\det b|} \right) X^\beta + \sqrt{|\det b|} \left( Q^\alpha_{\ \beta} X^\beta + Q^\alpha_{\ \beta\gamma} \hat{\nabla}^\beta X^\gamma \right), \]

(5.88)
where $Q^\alpha{}_{\beta\gamma}$ is a quadratic form in $e_a(e^{bc})$, and $Q^\alpha{}_{\beta\gamma}$ is bilinear in $e_a(e^{bc})$ and $e^{ab}$, both with bounded coefficients. In order to analyze convergence of the integral of $H^\lambda$ we need some hypotheses on the vector field $X$. We maintain of course the condition that $X$ is a $b$-Killing vector field. In the current context it is then natural to suppose that

$$|X| + |\nabla X| \leq Cr$$  \hspace{1cm} (5.89)

for some constant $C$. This is easily seen to hold for the Killing vector field $X = \partial/\partial t$, using Equations (5.79) and (5.81). Similarly one can show that (5.89) is satisfied by all Killing vectors of the $n + 1$-dimensional anti-de Sitter metrics, see [45] for details.

We are finally ready to show the convergence of the Hamiltonians (5.87). We have

$$\int_{\{r = R\}} U^\alpha{}_{\beta\gamma} dS_{\alpha\beta} = 2 \int_{\{R_0 \leq r \leq R\}} \nabla_\beta U^\alpha{}_{\gamma\delta} dS_\alpha + \int_{\{r = R_0\}} U^\alpha{}_{\beta\gamma} dS_{\alpha\beta}. \hspace{1cm} (5.90)$$

Formula (5.88) for the volume integrand in Equation (5.90) clearly guarantees convergence of that volume integral to a finite value when $R$ tends to infinity for all fields in $\mathcal{P}_{\text{adS}}$.

As our last restriction, we shall suppose that the $b$-Killing vector field $X$ has the property that the associated variations of the fields are compatible with the boundary conditions imposed on fields in $\mathcal{P}_{\text{adS}}$. This means in particular that we must have

$$\int S r \sum_{a,b,c} |\mathcal{L}_X (\nabla_a e^{bc})|^2 d\mu_b < \infty. \hspace{1cm} (5.91)$$

Clearly the volume integral in the variational formula (5.85) converges under (5.91), together with the remaining conditions set forth above. Further, the boundary integral there vanishes under (5.76). We have therefore shown that — under the above conditions on $X — (5.87)$ provides the required Hamiltonian on $\mathcal{P}_{\text{adS}}$.

It can be checked (cf. [45, Appendix C]) that for fields in $\mathcal{P}_{\text{adS}}$ the numerical value of (5.87) with $X = \partial_t$ coincides with the Abbott-Deser mass, introduced in [1] by completely different methods.

The reader is referred to [45] for an analysis of the geometric character of the global charges defined via the integrals (5.87).

In the current context there exist several alternative methods for defining mass [10, 11, 14, 27, 68, 69, 98]; an extended discussion can be found in [46, Section 5]. An alternative Hamiltonian analysis is carried out in [75]. We wish to stress that the key advantage of the Hamiltonian approach is the uniqueness of the candidate expression for the energy (which follows from the fact that Hamiltonians are uniquely defined up to a constant on each path connected component of the phase space), and that no such uniqueness
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Let us return to the main point of our work here, namely the Hamiltonian analysis of the gravitational field in the radiation regime. Our analysis will run closely in parallel to that of the radiating scalar field. The hypersurfaces \( S \) we shall consider from now on will be the general relativistic analogues of hyperbolae in Minkowski space-time, the “asymptotically hyperboloidal” hypersurfaces to be defined precisely below. As in Section 4 the model hypersurface \( \bar{\Sigma} \) — the equivalent of the hypersurface \( \Sigma \) of Section 3 — will consist of two parts, the first, \( \Sigma \), being mapped by \( \psi \) to the space-time \( M \), and the second, \( \Sigma_{++} \), being mapped by \( \psi \) to the boundary of \( M \) in its conformal completion \( \tilde{M} \), cf. Equation (4.9). As in Section 4 the dynamics of that part of \( \bar{\Sigma} \) which lies in \( M \) will be by moving \( \psi_{I \times \Sigma}(\Sigma) \) along the flow of a vector field \( X \) defined on \( M \); here \( \psi_{I \times \Sigma} \) is as in Equation (4.11). To make things precise, let us start by defining the conformal completion \( \tilde{M} = M \cup \mathcal{I}^+ \) of \( M \). We shall suppose that there exists an open subset of \( M \) on which Bondi–Sachs coordinates can be introduced:

\[
g_{\mu \nu} dx^\mu dx^\nu = \frac{V}{r} e^{2\beta} du^2 - 2e^{2\beta} du dr + r^2 h_{AB}(dx^A - U^A du)(dx^B - U^B du) - \frac{\partial (\det h_{AB})}{\partial r} = 0, \quad r \in (r_0, \infty), \quad u \in (u_-, u_+), \quad (x^A) — local coordinates on \( S^2 \).
\]

We replace the area coordinate \( r \) by its inverse,

\[ x = 1/r \in (0, 1/r_0), \]

and will use the coordinate system \((u, x^A, x)\) to describe the field in a neighbourhood of \( \mathcal{I}^+ \). (Although our constructions are analogous to the constructions done for the scalar field in Section 4, the coordinate \( x \) used here
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increases towards the interior of space-time, in contrast to the coordinate \( \rho \) used there. As a result, the natural exterior orientation of \( \mathscr{I}^+ \) is opposite to the orientation carried by \( dx \).

We shall require that in the coordinate system \((u, x^A, x)\) the functions \( V, \beta \), the \( S^2\)-vector fields \( U^A \), and the \( S^2\)-Riemannian metrics \( h_{AB} \) extend smoothly by continuity to the boundary

\[
\mathscr{I}^+ \equiv \{ x = 0 \}.
\]

Finally we shall require that

\[
\lim_{x \to 0} h_{AB} = \tilde{h}_{AB},
\]

where \( \tilde{h}_{AB} \) is the standard round metric on the sphere,

\[
\tilde{h}_{AB} dx^A dx^B = d\theta^2 + \sin^2 \theta d\varphi^2.
\]

We set

\[
\tilde{M} \equiv M \cup \mathscr{I}^+,
\]

with the obvious differential structure defined by the coordinate system \((u, x^A, x)\). This construction of \( \mathscr{I}^+ \) and \( \tilde{M} \) is equivalent [116] to the geometric approach of Penrose [103] as far as local considerations near \( \mathscr{I}^+ \) are concerned. Here one chooses the conformal factor \( \Omega \) as

\[
\Omega \equiv x,
\]

so that the unphysical metric \( \tilde{g} \) is

\[
\tilde{g} \equiv x^2 g.
\]

The question of existence of vacuum space-times satisfying the above conditions is discussed in Appendix C.2.

A (connected) hypersurface \( \mathscr{H} \subset \tilde{M} \) will be said to be asymptotically hyperboloidal (or shortly hyperboloidal) with compact interior if the complement of a compact subset of \( \mathscr{H} \) can be written as

\[
\mathscr{H}_{\text{ext}} = \{ u = \alpha(x^A, x) \},
\]

in the coordinate system above, for some smooth\(^7\) function \( \alpha \). Further we shall require that, in the local coordinates \((u, x, x^A)\), the metric induced by \( \tilde{g} \) on the hypersurface \( \mathscr{H} \) be uniformly positive definite up-to-boundary. It is straightforward to extend our analysis to the case in which \( \mathscr{H} \) has a finite number of asymptotic regions as above, the details are left to the reader. An initial data set \((\Sigma, \gamma, K)\) will be called asymptotically hyperboloidal (or shortly

\(^7\) In Section 6.10, where polyhomogeneous metrics are considered, we will allow functions \( \alpha \) which are polyhomogeneous.
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hyperboloidal) with compact interior if there exists an embedding \( i \) of \( \Sigma \) into some space-time \( (M, g) \) such that \( i(\Sigma) \) satisfies the conditions spelled out above. In the remainder of this paper the symbol \( \mathcal{S} \) stands for hypersurfaces which are asymptotically hyperboloidal with compact interior. We note that with our definition here the asymptotic behaviour of the extrinsic curvature tensor field \( K \) is strongly constrained by conditions which follow implicitly from the requirements set forth above, together with the differentiability conditions — smoothness or polyhomogeneity — on the functions which appear in the Bondi form of the metric, assumed in this work.

Let us pass now to the question of convergence of the integral appearing in \( \Omega_\mathcal{S} \), as defined by Equation (5.14). As already pointed out, the background connection drops out from the variations of the fields, which appear in Equation (5.14), hence the convergence of the integral defining \( \Omega_\mathcal{S} \) — or lack thereof — does not depend upon the choice of the background. (We will soon choose the background connection to be, in a neighborhood\(^8\) of \( \mathcal{I}^+ \), the Levi–Civita connection of the flat metric

\[
b = b_{\mu \nu} dx^\mu dx^\nu = -du^2 - 2du dr + r^2 \tilde{h}_{AB} dx^A dx^B ,
\]

but this is irrelevant for \( \Omega_\mathcal{S} \). Here and throughout \( \tilde{h}_{AB} dx^A dx^B = d\theta^2 + \sin^2 \theta d\varphi^2 \). The form of the metric (5.93) leads to the following equations:

\[
\delta g^{03} = \delta g^{0A} = \delta g^{00} = \delta \rho^{03} = \delta \rho^{0A} = 0
\]

(5.97)

(see Appendix C.1, cf. also [83, Section 4]). We shall also need the following expansions for the coefficients of the metric (the formulae below are taken from [43]; they are essentially due to [121], cf. also [25])

\[
h_{AB} = \tilde{h}_{AB} \left( 1 + \frac{1}{4r^2} \chi^{CD} \chi_{CD} \right) + \frac{\chi_{AB}(v)}{r} + O(r^{-3}) ,
\]

\[
\beta = - \frac{\hat{\chi}^{AB} \chi_{CD} \chi_{BD}}{32r^2} + O(r^{-3}) ,
\]

\[
U^A = - \frac{\hat{\chi}^{AB} \chi_{BD}}{2r^2} + \frac{2N^A(v)}{r^3} + \frac{\hat{\chi}^A \chi^{CD} \chi_{CD}}{16r^4}
+ \frac{\chi^{AB} \hat{\chi}^{BC}}{2r^3} + O(r^{-4}) ,
\]

\[
V = r - 2M(v) + \frac{\hat{\chi}^{AB} \chi_{AC} \chi_{CD} - 4\hat{\chi}^A N^A}{4r}
+ \frac{\chi_{CD} \chi_{CD}}{16r^4} + O(r^{-2}) .
\]

(5.98)

(5.100)

\(^8\) It should be pointed out that we do not assume that the background metric is necessarily of the form (5.96) throughout the manifold (which would impose undesirable global constraints on the manifold \( M \)) — (5.96) is assumed to hold only in the asymptotic region. In particular, \( B^\rho_{\beta\gamma\kappa} = 0 \) does not have to vanish throughout \( M \); under our conditions on \( \mathcal{S} \) the \( B^\rho_{\beta\gamma\kappa} \)'s will, however, be compactly supported.
Here \( v \equiv (u, x^A) \), and \( \mathcal{D}_A \) is the covariant derivative operator associated with the metric \( \mathring{h}_{AB} \) on \( S^2 \). Indices \( A, B, \text{etc.} \), take values 1 and 2, and are raised and lowered with \( \mathring{h}^{AB} \). The tensor field \( \chi_{AB} \) is trace-free with respect to the metric \( \mathring{h} \):

\[
\mathring{h}^{AB} \chi_{AB} = 0 . \tag{5.101}
\]

Further, the functions \( M \) and \( N^A \) satisfy the following evolution equations:

\[
\frac{\partial M}{\partial u} = -\frac{1}{8} \mathring{h}^{AC} \mathring{h}^{BD} \partial_u \chi_{AB} \partial_u \chi_{CD} + \frac{1}{4} \mathcal{D}_A \mathcal{D}_B \partial_u \chi_{AB} , \tag{5.102}
\]

\[
3 \frac{\partial N^A}{\partial u} = -\mathcal{D}^A M + \frac{1}{4} \epsilon^{AB} \mathcal{D}_B \tilde{\lambda} - K^A , \tag{5.103}
\]

\[
K^A \equiv \frac{3}{4} \chi^A_B \mathcal{D}_C \partial_u \chi^{BC} + \frac{1}{4} \partial_u \chi^{CD} \mathcal{D}_D \chi^A_C ,
\]

\[
\tilde{\lambda} \equiv \mathring{h}^{BD} \epsilon^{AC} \mathcal{D}_B \mathcal{D}_C \chi_{DA} .
\]

Here \( \epsilon_{AB} \) is a tensor field on \( S^2 \) defined by the formula

\[
d^2 \mu \equiv \sin \theta d\theta \wedge d\varphi = \frac{1}{2} \epsilon_{AB} dx^A \wedge dx^B .
\]

If we fix some \( u_0 \in I \), then the Einstein equations do not impose any local restrictions on the function \( M(u_0, \theta, \varphi) \), and on the vector field \( N^A(u_0, \theta, \varphi) \) on \( S^2 \), or on the tensor field \( \chi_{CD}(u, \theta, \varphi) \) on \( S^2 \). Inserting the expansions (5.98)–(5.100) into (C.9)–(C.25), in addition to (5.97) one finds

\[
16\pi \delta g^{AB} = -x^{-1} \sin \theta \delta \chi^{AB} + O(1) , \tag{5.104}
\]

\[
\delta g^{33} = O(x) , \tag{5.105}
\]

\[
\delta g^{3A} = O(1) , \tag{5.106}
\]

\[
\delta p^A_{3B} = -\frac{1}{2} \delta \chi^A_B + O(x) , \tag{5.107}
\]

\[
\delta p^{0}_{AB} = -\frac{1}{2} \delta \chi_{AB} + O(x) , \tag{5.108}
\]

all other \( \delta p^\lambda_\nu = O(x) . \tag{5.109} \)

We can now pass to the question of convergence of the integral

\[
\int_{\mathscr{J}} (\delta_1 \rho^\mu_{\alpha\beta} \delta_2 \phi^\alpha_\beta - \delta_2 \rho^\mu_{\alpha\beta} \delta_1 \phi^\alpha_\beta) dS_\mu \tag{5.110}
\]

on spacelike hypersurfaces \( \mathscr{J} \) of the form (5.95). To start with, we shall for simplicity assume that

\[
\partial_{A\alpha} = 0 . \tag{5.111}
\]

The convergence of the various relevant integrals without assuming (5.111) follows from the results in Section 6.1. Equations (5.97) together with (5.104)–(5.109) show (cf. also Equation (4.78)) that all terms appearing in (5.14) are \( O(1) \) except for the term \( \delta_1 \rho^0_{AB} \delta_2 \phi^{AB} - \delta_2 \rho^0_{AB} \delta_1 \phi^{AB} \). However, the explicit form of the \( O(1/x) \) terms in \( \delta g^{AB} \) together with Equation (5.108) show that
the dangerous terms cancel out, so that \( \Omega S (\delta_1 p^\lambda_\mu \nu \sigma, \delta_2 g^{\alpha \beta}) \) as defined in (5.14) is indeed well defined for metrics satisfying the expansions (5.98)–(5.100).

Let us pass now to the question of convergence of the Hamiltonian (5.15). We wish, first, to analyze Hamiltonians related to motions along vector fields \( X \) such that

\[
X = \frac{\partial}{\partial u}
\]

in the asymptotic region defined by the Bondi coordinate system. From now on we define the background metric in the asymptotic region by Equation (5.96), with \( B^\alpha_\beta \) — the Levi–Civita connection of \( b_\alpha^\beta \). We proceed similarly as in the case of the scalar field: we consider the compact hypersurfaces with boundary \( S^\epsilon \) obtained by removing from \( S \) the set \( \{ x \leq \epsilon \} \). Equations (5.15)–(5.16) give

\[
H(X, S^\epsilon) = \frac{1}{2} \int_{\partial S^\epsilon} \gamma S_{\alpha \beta} dS_{\alpha \beta} .
\]  

(5.112)

For further purposes it is convenient to momentarily relax our assumption that \( X = \partial/\partial u \); expanding out Equations (5.17)–(5.18), one has

\[
\gamma S^{\mu \nu} = X^0 \left[ g^{0 \alpha} (p^3_\alpha - p^0_\alpha) - g^{\mu \nu} p^\mu_\nu \right] + \frac{1}{4} g^{3 \mu} p^\nu_{\mu \nu}
\]

\[
+ X^3 \left[ g^{\mu \nu} p^0_{\mu \nu} - g^{03} p_0^3 - \frac{1}{3} g^{03} p_3^0 \gamma \right] + g^{00} X^3_\alpha - g^{03} X^0_\alpha
\]

\[
+ X^A \left[ g^{30} (p^3_A - p^0_{0A}) - g^{3B} p^0_{BA} \right]
\]  

(5.113)

(here and everywhere below indices 0 and 3 refer to \( x^0 = u \) and \( x^3 = x \)), where Equations (C.9), (C.12)–(C.14), (C.20) and (C.8) have been used; here the index \( k \) runs over the range 1, 2, 3. Using the formulae of Appendix C.1, after a long computation one obtains:

\[
\gamma S^{\mu \nu} = \frac{\sin \theta}{16\pi} \left\{ X^u \left[ x^{-2} \partial A U^A - 2V + x^{-1} e^{2\beta} h^{A B} h_{A B} + e^{2\beta} x^{-2} U^A U^{x A} \right]
\]

\[
- x^{-2} X^u A U^A + (1 - V x) X^u, x + x^{-2} X^x \left[ 2x^{-1} - x^{-1} e^{2\beta} h^{A B} h_{A B} \right]
\]

\[
- x^{-2} X^A e^{-2\beta} h_{A B} U^B, x + x^{-2} (X^x, x - X^u, w) - X^u, x \right\} ,
\]  

(5.114)

where \( \partial \) denotes the covariant derivative on \( S^2 \) associated with the metric \( h_{A B} \); recall that a semi-column denotes covariant differentiation with respect to the background metric. Coming back to the case \( X = \partial/\partial u \) (which is covariantly constant with respect to the background metric), from (5.111), (5.114) and the asymptotics (5.98)–(5.100) of the field at \( S^+ \) we obtain
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\[ E_{TB}(\mathcal{S}) \equiv \lim_{\epsilon \to 0} \frac{1}{2} \int_{\partial \mathcal{S}^\epsilon} \nabla^{\alpha\beta} dS_{\alpha\beta} = \frac{1}{4\pi} \int_{S^2} M(u, \theta, \varphi) \sin \theta d\theta d\varphi , \tag{5.115} \]

a quantity which we call the Trautman–Bondi mass of the asymptotically hyperboloidal hypersurface \( \mathcal{S} \) \cite{25,119}. (Recall that \( M \) is the coefficient of the expansion (5.100).)

To check the validity of the variational formula (5.21) for \( \mathcal{S} \) — a hyperboloidal hypersurface with compact interior, we need again to establish the convergence of the integrals appearing there. Let us start by analyzing the volume integral in (5.21). As before we assume that \( X = \partial/\partial u \), which is covariantly constant in the background (5.96), hence a Killing vector field thereof. An analysis of Equations (C.9)–(C.8) yields the following asymptotic behaviour of the Lie derivatives that appear in (5.21):

\[ \mathcal{L}_X p^{0\mu\nu} = -\frac{1}{2} \partial_u \chi_{AB} + O(x) , \tag{5.116} \]
\[ \mathcal{L}_X p^{k\mu\nu} = O(x) , \tag{5.117} \]
\[ 16\pi \mathcal{L}_X g^{AB} = -x^{-1} \sin \theta \partial_u \chi_{AB} + O(1) . \tag{5.118} \]

The detailed behaviour of the remaining \( \mathcal{L}_X g^{\mu\nu} \)'s is irrelevant, as they are all \( O(1) \) while the corresponding terms \( \delta p^{\lambda\mu\nu} \) are \( O(x) \), which (more than) ensures a finite contribution to the integral (5.21). It follows from Equations (5.97), (5.104)–(5.106) and (5.116)–(5.118) that the terms of order \( 1/x \) cancel again so that

\[ \mathcal{L}_X g^{\mu\nu} \delta p^{\lambda\mu\nu} - \mathcal{L}_X p^{\lambda\mu\nu} \delta g^{\mu\nu} = O(1) , \]

which together with an appropriate equivalent of (4.78) guarantees convergence of the volume integral in (5.21).

When \( X = \partial/\partial u \) and the integral in (5.21) is taken over \( \mathcal{S}^\epsilon \equiv \mathcal{S} \{ x \leq \epsilon \} \), the boundary term in (5.21) takes the form:

\[ 16\pi (X^0)^{\lambda\mu\nu} \delta g^{\mu\nu} - X^0 p^{0\mu\nu} \delta g^{\mu\nu} = -\frac{1}{2} \sin \theta \partial_u \chi_{AB} \delta \chi_{AB} + O(\epsilon) . \]

It follows that we can safely pass to the limit \( \epsilon = 0 \) to obtain

\[ -\delta H(X, \mathcal{S}) = \int_{\mathcal{S}} \left( \mathcal{L}_X p^{\lambda\mu\nu} \delta g^{\mu\nu} - \mathcal{L}_X g^{\mu\nu} \delta p^{\lambda\mu\nu} \right) dS_{\lambda} \]
\[ + \frac{1}{32\pi} \int_{S^2} \sin \theta \partial_u \chi_{AB} \delta \chi_{AB} d\theta d\varphi , \tag{5.119} \]

with a convergent volume integral, as established above (the sign in the boundary integral is determined by the exterior orientation of \( \partial \mathcal{S} \), and the fact that the vector \( \partial_x \) is pointing towards the interior of \( \mathcal{S} \)).

\[ \text{It has been shown in \cite{43} that Equation (5.115) remains true for all polyhomogeneous vacuum metrics. The reader is referred to Section 6.10 for a further discussion.} \]
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It may be of some interest to enquire about convergence of integrals appearing in the ADM equivalent (5.43) of the variational formula (5.119). For simplicity of notation let us identify the hypersurfaces $\Sigma_{\tau}$ with their images $\mathcal{I}(\tau)\equiv\psi_\tau(\Sigma)$ in $M$ under the map $\psi$ of Section 3, see Equation (3.5). We shall suppose that in a neighbourhood $\mathcal{O}$ of $\mathcal{I}^+$ coordinatized by Bondi coordinates the $\Sigma_{\tau}$’s are of the form

$$\mathcal{I}(\tau)\cap\mathcal{O}=\{u=\alpha(x,x^A)+\tau\},$$

for some function $\alpha$, which is smooth in all its arguments. Consider the identity (5.42) with $\Sigma=\mathcal{I}(\tau)\equiv\mathcal{I}(\tau)\setminus\{x\leq\epsilon\}$; in the Bondi parameterization the fields $\mu$ and $\sigma$ appearing in (5.42) can be calculated using Equations (C.4)–(C.8), to yield

$$\mu=-16\pi g(du-d\alpha,du-d\alpha),$$
$$\mu\sigma=16\pi g(du-d\alpha,dx),$$

(5.120)

It follows that

$$\delta(\mu\sigma)=O(1),\quad \partial(\mu\sigma)/\partial\tau=O(1),$$
$$\delta(\log\mu)=O(x),\quad \partial\log\mu/\partial\tau=O(x),$$

(we note that spacelikeness-up-to-$\mathcal{I}^+$ of $\mathcal{I}$ implies that $\mu$ has no zeros, so that $\log\mu$ is well defined up to $\mathcal{I}^+$), so that

$$\dot{\sigma}\delta\mu-\dot{\mu}\delta\sigma=(\sigma\mu)\delta\log\mu-(\log\mu)\delta(\sigma\mu)=O(x).$$

(5.121)

This shows that the boundary integral in (5.42) vanishes in the limit $\epsilon\to 0$. In the case\footnote{The convergence analysis for more general $\alpha$’s is done in Section 6.1, so that the same argument applies to establish ADM type variational formulae in the general case.} of $\alpha|_{\mathcal{I}^+}=0$ the left hand side of (5.42) has already been shown to converge when $\epsilon$ tends to zero, we thus obtain that the volume integral in the right hand side of (5.42) has a well defined limit when $\epsilon$ approaches zero. From Equations (5.43) and (5.119) we obtain

$$-\delta H(X,\mathcal{I})=\frac{1}{16\pi}\int_{\Sigma}\left(\pi^{kl}\delta\gamma_{kl}-\dot{\gamma}_{kl}\delta\pi^{kl}\right)d^3x$$
$$+\frac{1}{32\pi}\int_{S^2}\sin\theta\partial_u\chi_{AB}\delta\chi^{AB}d\theta d\varphi.$$
the value on $\mathcal{I}^+$ of $\chi_{AB}$. Passing to the limit as $\epsilon$ goes to zero on a family of hypersurfaces $x = \epsilon$ in Equation (5.14) yields the following formula for $\Omega_{\mathcal{I}^+}$ on the space of functions $\chi_{AB}$:

$$
\Omega_{\mathcal{I}^+}(\delta \chi, \delta \chi) \equiv \lim_{\epsilon \to 0} \int_{\{x = \epsilon\} \times I^+ \times S^2} (\delta_1 p^\mu_{\alpha\beta} \delta_2 g_{\alpha\beta} - \delta_2 p^\mu_{\alpha\beta} \delta_1 g_{\alpha\beta}) \, dS^\mu 
$$

$$
= -\lim_{\epsilon \to 0} \int \int_{S^2} \left( \frac{\delta_1 \chi_{AB}}{\partial u} \delta_2 \chi_{AB} - \frac{\delta_2 \chi_{AB}}{\partial u} \delta_1 \chi_{AB} \right) \sin \theta \, d\theta \, d\varphi 
$$

$$
= \int \int_{S^2} \left( \frac{\delta_1 \chi_{AB}}{\partial u} \delta_2 \chi_{AB} - \frac{\delta_2 \chi_{AB}}{\partial u} \delta_1 \chi_{AB} \right) \frac{\sin \theta}{32\pi} \, d\theta \, d\varphi 
$$

(5.123)

(the minus sign in the second integral above arises from exterior orientation considerations). We set

$$
H(X, \mathcal{I}^+) \equiv -\lim_{\epsilon \to 0} \int_{\{x = \epsilon\} \times I^+ \times S^2} H^\pm \, du \, d\theta \, d\varphi 
$$

$$
= -\int \int_{S^2} \frac{\partial \chi_{AB}}{\partial u} \frac{\partial \chi_{AB}}{\partial u} \sin \theta \, d\theta \, d\varphi
$$

$$
= \frac{1}{32\pi} \int \int_{S^2} \frac{\partial \chi_{AB}}{\partial u} \frac{\partial \chi_{AB}}{\partial u} \sin \theta \, d\theta \, d\varphi 
$$

(5.124)

In this context Equation (3.48) takes the following form

$$
-\delta H(X, \mathcal{I}^+) = \Omega_{\mathcal{I}^+} (\mathcal{E}_X \chi, \delta \chi) = \int \frac{1}{32\pi} \int_{S^2} \frac{\partial \chi_{AB}}{\partial u} \frac{\partial \chi_{AB}}{\partial u} \sin \theta \, d\theta \, d\varphi
$$

$$
+ \frac{1}{32\pi} \int \int_{S^2} \frac{\partial \chi_{AB}}{\partial u} \frac{\partial \chi_{AB}}{\partial u} \sin \theta \, d\theta \, d\varphi 
$$

(5.125)

It is not immediately obvious that Equation (5.124) leads to a Hamiltonian for the dynamics of the field at $\mathcal{I}^+$ — to see that this is actually the case one can use Equations (5.124), (5.115) and (5.102) to obtain

$$
H(X, \mathcal{I}^+) = -\lim_{\epsilon \to 0} \frac{1}{4\pi} \int_{\partial \mathcal{I}^- \times S^2} M \sin \theta \, d\theta \, d\varphi
$$

$$
= \frac{1}{16\pi} \int_{I^+ \times S^2} \left( \frac{1}{2} \hat{h}^{AC} \hat{h}^{BD} \partial_u \chi_{AB} \partial_u \chi_{CD} - \hat{G}_A \hat{G}_B \partial_u \chi_{AB} \right) \sin \theta \, d\theta \, d\varphi
$$

$$
= \frac{1}{32\pi} \int \int_{S^2} \hat{h}^{AC} \hat{h}^{BD} \partial_u \chi_{AB} \partial_u \chi_{CD} \sin \theta \, d\theta \, d\varphi 
$$

(5.126)

The above formula can also be established directly from the gravitational analogue of Equation (4.38):

$$
H X = p^\mu_{\nu \mu} \mathcal{L}_\chi \chi_{\mu \nu} \bigg|_{\mathcal{I}^+} = \frac{1}{32\pi} \sin \theta \partial_u \chi_{AB} \partial_u \chi_{AB} 
$$

(5.127)

The direct derivation of the variational formula (5.125) for the scalar field, as carried out in Equation (4.40), applies here with obvious modifications.
Gluing together $\partial \mathcal{S}_\tau$ with the corresponding piece of $\partial \mathcal{S}_{(\tau,-\tau)}^+$, in a manner completely analogous to (4.41), we finally obtain:

$$-\delta H(X, \mathcal{X}_\tau \cup \mathcal{X}_{(\tau,-\tau)}^+) = \Omega_{\mathcal{X}_\tau}((\mathcal{L}_X p, \mathcal{L}_X g), (\delta p, \delta g))$$

$$+ \Omega_{\mathcal{X}_{(\tau,-\tau)}^+}^+((\mathcal{L}_X \chi, \delta \chi) + \frac{1}{32\pi} \int_{S_{\tau-\partial \chi}^+} \frac{\partial \chi^{AB}}{\partial u} \delta \chi^{AB} \sin \theta \, d\theta \, d\phi),$$

with $\Omega_{\mathcal{X}_\tau}((\mathcal{L}_X p, \mathcal{L}_X g), (\delta p, \delta g))$ defined in (4.5) and $\Omega_{\mathcal{X}_{(\tau,-\tau)}^+}^+((\mathcal{L}_X \chi, \delta \chi)$ defined by Equation (5.123). The reader should note the similarity of this formula with the corresponding formula (4.41) for the scalar field.

### 5.7 Phase spaces: the space $\mathcal{P}$

The analysis in this section, as well as in the two following ones, runs largely in parallel with that in Sections 4.3–4.5. There is, however, a major subtlety, which arises from the fact that each general relativistic Cauchy data set, say $p$, leads to its own space-time $M_p$, thus there is no single space-time $M$ which one can associate in a canonical way to all Cauchy data (cf. also [72, 96] for some related discussions). This is obviously related to the coordinate invariance of general relativity. One point of view, which could be adopted here, is to generalize the framework of Section 3, and to allow in (3.5) manifolds $M$ and maps $\psi$ and $\Psi$, which depend upon the Cauchy data. Such an approach is somewhat too abstract and formal to our taste, so we will instead show here how to formulate the problem in a way which fits the framework of Chapter 3; compare the discussion at the beginning of Section 5.3. Thus, the overall set-up here will be that of Chapters 3 and 4: we start with a model three-dimensional manifold $\tilde{\Sigma} = \Sigma \cup \Sigma_{(\tau,-\tau)}^+$, which will be “moved” in a conformally completed manifold $\tilde{M} = M \cup \mathcal{I}^+$ by various maps $\psi: I \times \tilde{\Sigma} \to \tilde{M}$. There is, moreover, a further subtlety related with a choice of asymptotic reference frames. As already emphasized in Section 3, a Hamiltonian dynamics of fields is always defined with respect to a given reference frame, which may be arbitrarily chosen. For scalar fields, considered in Sections 4.4 and 4.5 within the context of special relativity, we have defined the reference frame by the choice of one Lorentzian coordinate system $(x^\mu)$ (as done in the preliminary discussion of Section 4.1). This choice determined a particular parameterization of $\mathcal{I}^+ \approx \mathbb{R}^1 \times S^2$, whose piece $\Sigma_{(\tau,-\tau)}^+$ was glued together with a hyperboloid $\mathcal{I}$ in order to construct our abstract initial data surface $\tilde{\Sigma}$.

In general relativity we will define the asymptotic references frames by choosing a parameterization of an “abstract Scri manifold” $\mathcal{I}^+$, which we are going to glue together with the hyperboloid $\Sigma$. Those parameterizations must respect the geometric structure of $\mathcal{I}^+$, which we discuss in Section 6.3.
Different parameterizations allowed by this structure differ by the action of a group of transformations, called the BMS group.

We note that we shall not discuss the gravitational analogue of the phase space \( \mathcal{P}_{-\infty,0} \) considered in Section 4.3, as we do not have at our disposal theorems, which would guarantee existence of a sufficiently large class of metrics\(^{11}\) with properties analogous to the ones considered in Section 4.3; in any case such phase spaces have already been discussed in [9, 74, 83].

Let us start by defining a space \( \mathcal{P} \), the phase space \( \mathcal{P}_{-1,0} \) considered in Section 5.8 will be a subset thereof; the phase space \( \mathcal{P}_{-1,0} \) of Section 5.9 will actually coincide as a point set with \( \mathcal{P} \), but because the dynamics on \( \mathcal{P}_{-1,0} \) will be different from that on \( \mathcal{P}_{-1,0} \subset \mathcal{P} \) we prefer to use a different symbol for \( \mathcal{P} \) and \( \mathcal{P}_{-1,0} \). Let \( \Sigma \) be a three-dimensional manifold such that \( \Sigma = \Sigma \cup \partial \Sigma \) is compact, with \( \partial \Sigma \approx S^2 \). In a manner somewhat analogous to that of Sections 4.3–4.5 we let \( \mathcal{P} \) be the space of triples \( ((\tilde{\gamma}, \omega), (\tilde{\tau}, \omega), c) \), where\(^{12}\)

- \( \tilde{\gamma} = \tilde{\gamma}_{ij} dx^i \otimes dx^j \) is a Riemannian metric on \( \Sigma \) which can be smoothly extended by continuity to \( \partial \Sigma \), and \( \omega \) is a non-negative smooth function on \( \Sigma \) which vanishes precisely on \( \partial \Sigma \). The metric \( \gamma_{ij} \equiv \omega^{-2} \tilde{\gamma}_{ij} \) at “time” \( \tau \) can be thought off\(^{13}\) as the pull-back to \( \Sigma \) of the metric induced on the hypersurfaces \( \mathcal{S}_\tau \equiv \psi_\tau(\Sigma) \subset M \), \( \psi_\tau = \psi(\tau, \cdot) \), \( \psi \) as in (3.5), by the physical space-time metric on \( M \).

\(^{11}\) Let us, however, mention that the initial data recently constructed by Corvino and Schoen [48, 49] can be used to construct a large class of space-times with a \( \mathcal{S}^\tau \) complete to the past, with \( \chi_{AB}(u) = 0 \) for all \( u \leq u_0 \) for some \( u_0 \). It should then follow from the results in [61, 66] that \( \mathcal{S}^\tau \) will be complete to the future as well if the initial data of [48, 49] are close enough to those for Minkowski space-time. If \( \mathcal{P}_{-\infty,0} \) is defined as the set of relevant data corresponding to those space-times, with dynamics defined in a way analogous to that in Section 4.3 (together with the ingredients described in the current section), then the dynamics will be Hamiltonian, with the ADM mass being the Hamiltonian.

\(^{12}\) The redundant fields \( \omega \) and \( \dot{\omega} \), which arise as a consequence of the conformal freedom of the framework used here, are only needed to formulate the boundary conditions satisfied by the physically relevant fields \( (\gamma_{kl}, P^{kl}) \) in a simple way.

\(^{13}\) This interpretation is correct as it stands whenever the map in Equation (5.132) below is a diffeomorphism: in such a case the pull-back by this map of the metric on \( \hat{M}((\gamma, \omega), (\tilde{\tau}, \omega), c) \) defines a metric on \( M \). This isn’t true any more at those points of \( M \), at which the map of Equation (5.132) is singular, as then the pull-back of the physical metric \( g \) degenerates there. In this case the interpretation of \( \gamma \) as the metric induced on the corresponding hypersurface in an appropriate space-time remains correct, but the interpretation of \( M \) as a space-time is unjustified. When considering time translations, as we do in this section, there does not seem to be any special reason why one should not restrict oneself to the non-degenerate case. However, for transformations which are tangent to \( \Sigma \), such as space-translations or rotations, the \( \zeta^{-1} \)’s will all map \( \Sigma \) to the same hypersurface \( \zeta^{-1}(\Sigma) \), so that the pull-back of \( g \) to \( M \) by the map of Equation (5.132) will be a tensor field, which has everywhere a signature (0, +, +, +).
\[ \pi = \tilde{\pi}^{ij} \partial_i \otimes \partial_j \] is a symmetric tensor density on \( \Sigma \), which can be smoothly extended by continuity to \( \partial \Sigma \); while \( \tilde{\omega} \) is a smooth function on \( \Sigma \). The physical fields \((\gamma_{ki}, \pi^{ki})\) calculated out of \((\tilde{\gamma}, \omega, \tilde{\pi}, \tilde{\omega})\) using the formulae of Appendix C.8 (i.e., \( \pi^{ki} = \pi^{ki} + 2\sqrt{\det \gamma_{mn}} \chi^{ki} (\log \omega) \)) are assumed to satisfy the vacuum constraint Equations (5.34)–(5.35).

- For each \( u \in [-1, 0] \) the tensor field \( c(u) \equiv c_{AB}(u, \cdot) dx^A \otimes dx^B \) is a smooth symmetric tensor field on \( S^2 \), which is traceless with respect to the unit round metric \( h \) on \( S^2 \), and varies smoothly in \( u \). The set \([-1, 0] \times S^2 \) can be thought of as being a subset of \( \mathcal{J}^+ \), and then \( c_{AB} \) represents the Bondi field \( \chi_{AB} \) appearing in the expansion (5.98).

- \((\tilde{\gamma}, \omega, \tilde{\pi}, \tilde{\omega}, c)\) satisfy the corner conditions to all orders (cf. Appendix C.2), in particular

\[ \tilde{\lambda}_{AB} = |d\omega| \tilde{c}_{AB} \big|_{u=0}, \quad (5.129) \]

where \( \tilde{\lambda}_{AB} \) is the trace-free part of the extrinsic curvature of \( \partial \Sigma \), with respect to the inner pointing normal, in the metric \( \tilde{\gamma} \). (A finite number of corner conditions would suffice if finite differentiability of the metric tensor on \( \tilde{M} \) is required only.)

As discussed in detail in Appendix C.2, given the data \((\tilde{\gamma}, \omega, \tilde{\pi}, \tilde{\omega}, c)\) described above one can solve the vacuum Einstein equations to obtain a conformally completed space-time \((\tilde{M}, ((\tilde{\gamma}, \omega), (\tilde{\pi}, \tilde{\omega}), \tilde{g}))\). (We use \((\tilde{\gamma}, \omega, (\tilde{\pi}, \tilde{\omega}))\) to construct the relevant Cauchy data on \( \Sigma \), and use \( c \) as the datum for the Bondi tensor field \( \chi \) on the subset \([-1, 0] \times S^2 \subset \mathcal{J}^+ \), where \( \chi \) eventually turns out to be defined.) This, then, produces a space-time, which is a development of the data set \((\tilde{\gamma}, \omega, (\tilde{\pi}, \tilde{\omega}), c)\). To avoid pathologies it is convenient to require that \((\tilde{M}, ((\tilde{\gamma}, \omega), (\tilde{\pi}, \tilde{\omega}), \tilde{g}))\) be maximal in the set of globally hyperbolic developments of the Cauchy data; here global hyperbolicity is understood as that of Lorentzian manifolds with boundary.

Now, the known existence theorems for the Cauchy problem at hand do not guarantee that \( \mathcal{J}^+ \) for the space-time so obtained contains \( \mathcal{J}^+ \subset [-1, 0] \times S^2 \), where here and throughout the coordinate \( u \) in \([-1, 0]\) refers to a Bondi coordinate on \( \mathcal{J}^+ \) (the restriction to \( \mathcal{J}^+ \) of the coordinate \( u \) of Equation (5.93)); one knows only that \( \mathcal{J}^+ \supset (-\epsilon, 0] \times S^2 \), for some \( \epsilon > 0 \) but not necessarily \( \epsilon > 1 \), in general. However, it follows from standard stability results for solutions of hyperbolic partial differential equations that the set of \((\tilde{\gamma}, \omega, (\tilde{\pi}, \tilde{\omega}), c)\)'s for which

\[ \mathcal{J}^+ \supset [-1, 0] \times S^2 \quad (5.130) \]

is open in the set of all such triples, when some natural topology is used on \( \mathcal{P} \) (e.g., a Sobolev–type topology). Henceforth we shall assume that some such topology has been chosen, in which existence, uniqueness, and stability of the evolution problem at hand holds. We shall also assume that (5.130) holds
for all \((\tilde{\gamma}, \omega), (\tilde{\pi}, \dot{\omega}), c) \in \mathcal{P}\). (We actually expect that (5.130) will always hold under the conditions spelled out above, so that (5.130) does probably not lead to any restrictions anyway, but no rigourous statements of this kind are known to us.)

Let us proceed now to the construction of dynamical systems on \(\mathcal{P}\). In this section we will be interested in asymptotic time translations, other dynamical systems can be constructed in a similar way. Let \(\tau_-\) be any strictly negative constant, and let \(I\) be any open interval in \(\mathbb{R}\) satisfying \(I \supset [\tau_-, 0]\). In order to simplify notation, we shall in what follows assume that \(\tau_- = -1\), so that

\[
I \supset [-1, 0],
\]  

however all the subsequent discussion applies with \(-1\) replaced by any strictly negative \(\tau_-\). It is convenient to assume that \(I\) is bounded, which allows us to apply the known stability properties of solutions of Einstein equations, but there are no fundamental reasons why unbounded \(I\)'s couldn’t occur.

Time translations require the introduction of a family of hypersurfaces \(\mathcal{S}_\tau \subset \tilde{M}_{((\tilde{\gamma}, \omega), (\tilde{\pi}, \dot{\omega}), c)}, \tau \in I\), with the following properties:

1. \(\partial \mathcal{S}_t\) coincides with \(\{u = t\} \times S^2 \subset \mathcal{I}^+\).
2. For each \(\tau \in I\) the surface \(\mathcal{S}_\tau\) is a spacelike hypersurface in \(\tilde{M}_{((\tilde{\gamma}, \omega), (\tilde{\pi}, \dot{\omega}), c)}\), uniquely determined by its boundary \(\partial \mathcal{S}_t\), and depends in a differentiable way upon the metric.
3. For each \(\tau \in I\) there exists a diffeomorphism \(\zeta_\tau : \mathcal{S}_\tau \rightarrow \Sigma\) such that the map

\[
I \times \Sigma \ni (\tau, q) \mapsto \zeta_\tau^{-1}(q) \in \tilde{M}_{((\tilde{\gamma}, \omega), (\tilde{\pi}, \dot{\omega}), c)}
\]  

is smooth. (The existence of \(\zeta_0\) is guaranteed by the construction of \(\tilde{M}_{((\tilde{\gamma}, \omega), (\tilde{\pi}, \dot{\omega}), c)}\) described in Appendix C.2).

We emphasize that we do not assume that the \(\mathcal{S}_\tau\)’s form a foliation. The question of existence of the objects satisfying the above requirements is shortly discussed at the end of this section. We note that different choices of the families \(\mathcal{S}_\tau\) will lead to different dynamical systems. Similarly, once the \(\mathcal{S}_\tau\)’s are chosen, different choices of the \(\zeta_\tau\)’s lead to different dynamics. The map considered in point 3 is rather similar to the map \(\psi\) of (3.5), except that \(\psi\) there takes values in a fixed manifold \(M\), while the map defined in Equation (5.132) depends upon the Cauchy data set, with the target manifold depending upon the Cauchy data set.

When asymptotic symmetries other than asymptotic time translations are considered, the condition 1 should be replaced by an obvious analogue thereof, determined by the motion of sections of \(\mathcal{I}^+\) associated to the asymptotic symmetry at hand, while conditions 2 and 3 should hold in all cases.

Now, the fact that (5.130) holds does not guarantee yet that (5.131) does for all data sets in \(\mathcal{P}\) and, as our final restriction on \(\mathcal{P}\), we shall assume that (5.131) holds. This leads to an open subset of the space \(\mathcal{P}\) previously
Phase spaces: the space $\mathcal{P}$ defined, which will be non-empty if the gauge conditions --- that is, the conditions one imposes to single out the hypersurfaces $\mathcal{H}_\tau$ --- are chosen in a reasonable way.\footnote{It should be pointed out that (5.130) has a different character as compared to (5.131): (5.130) is a geometric condition because the relevant Bondi coordinates are uniquely defined by the geometry of the problem at hand, while (5.131) is a gauge condition, which depends upon the details of the choices of the hypersurfaces $\mathcal{H}_\tau$.}

As described in detail in Appendix C.2, in $\tilde{M}((\tilde{\gamma}, \tilde{\omega}), (\tilde{\pi}, \dot{\tilde{\omega}}))$ we can introduce a six parameter family of Bondi coordinates. In any such coordinate system we can calculate the tensor field $\chi_{AB}(u)$ wherever defined; by construction we have

\[ \chi_{AB}(u) = c_{AB}(u), \quad u \in [-1, 0]. \tag{5.133} \]

The above ingredients --- including a choice of Bondi coordinate system --- allow us to construct a dynamical system on “the $\Sigma$ part of $\mathcal{P}$”. As already indicated, in (3.5) we take

\[ \tilde{\Sigma} = \Sigma \cup \Sigma_{\tau^+}, \quad \Sigma_{\tau^+} = [-1, 0] \times S^2. \tag{5.134} \]

We define

\[ M \equiv I \times \Sigma, \quad \tilde{M} \equiv I \times \tilde{\Sigma}, \tag{5.135} \]

and we let the map $\psi$ be the identity. We set

\[ ((\tilde{\gamma}_t, \omega_t), (\tilde{\pi}_t, \dot{\tilde{\omega}})) \equiv ((\tilde{\gamma}, \omega), (\tilde{\pi}, \dot{\tilde{\omega}}))(t, \cdot), \tag{5.136} \]

where $\omega(t) \equiv \Omega \circ \zeta_t$, $\tilde{\gamma}(t)$ denotes the pull-back by $\zeta_t^{-1}$ of the physical metric on $\mathcal{H}_\tau$ to $\Sigma$, etc.

It is reasonable to ask how to satisfy all the requirements we have set forth above. A popular candidate for a choice of the family of hypersurfaces $\mathcal{H}_\tau$ arises by requiring that the mean curvature of the $\mathcal{H}_\tau$’s be constant. This condition has the drawback that it restricts the class of allowed $\mathcal{H}_0$’s. It should also be noted that even in smoothly compactifiable space-times such a condition forces one to consider polyhomogeneous initial data sets on $\Sigma$, discussed in Section 6.10 below, as the solutions of the constant mean curvature equation are expected to be polyhomogeneous at $\mathcal{I}^+$ in general (we emphasize that this does not lead to any difficulties in our approach, cf. Section 6.10). A related more flexible condition, which one expects to be well posed in some space-time neighbourhood of each initial data hypersurface, is to require that the mean curvature of the $\mathcal{H}_\tau$’s be $\tau$-independent, when followed along the integral curves of the vector of normals to the $\mathcal{H}_\tau$’s; this

\footnote{For “reasonable” gauge choices, for each data set in $\mathcal{P}$ we can find some interval $I$ and some $\tau_0 < 0$ such that $I \supset [\tau_0, 0]$. As already mentioned, we can then carry out the construction presented below with $[-1, 0]$ replaced by $[\tau_0, 0]$. In this sense condition (5.131) does not lead to any restriction, and is being made here for convenience of notation only.}
The energy of the gravitational field approach has already been used in Section 5.4. The maps $\zeta_\tau$ can then be constructed by following those integral curves back to the surface $S_0 \approx \Sigma$. This last device, of following the integral curves of the vector of normals to the $\mathcal{S}_\tau$’s, can always be used whenever the $\mathcal{S}_\tau$’s form a foliation; under the current conditions this should be the case for hypersurfaces obtained by imposing the above discussed restrictions on their extrinsic curvature.

A different approach, which provides a construction of the $\mathcal{S}_\tau$’s and $\zeta_\tau$’s is to choose some well posed hyperbolic formulation of the conformal Einstein equations, by which we mean a formulation for which existence, uniqueness, and stability of solutions holds. Here “uniqueness” means “absolute uniqueness”, as opposed to “uniqueness up to coordinate transformations”, thus some gauge choices have to be made, which ensure a unique decomposition of space-time into space and time, together with unique propagation of coordinate systems from one time slice to another. There are quite a few ways of doing that [62–64] — examples of such procedures have been given in the simpler contexts of Sections 5.3 and 5.4; however, none of those formulations has been studied in detail from the point of view of the evolution problem considered here. Each such system leads in principle to the required unique decomposition of (perhaps a subset of, which is sufficient for our purposes) $\tilde{\mathcal{M}}((\tilde{\gamma}, \omega), (\tilde{\pi}, \dot{\omega}), c)$ as $I \times \Sigma$, for some open interval $I$ (depending perhaps upon the initial data), which immediately provides the required maps.

### 5.8 The phase space $\mathcal{P}_{[-1,0]}$

Similarly to Section (4.4), we set

$$\mathcal{P}_{[-1,0]} = \left\{ ((\tilde{\gamma}, \omega), (\tilde{\pi}, \dot{\omega}), c) \in \mathcal{P} \text{ such that } \frac{\partial c}{\partial u} \text{ vanishes in a neighbourhood of } u = -1 \right\}. \quad (5.137)$$

The field $c_t$ is obtained from the equation

$$c_t(u) = \chi(u - t, \cdot), \quad u \in [-1,0], \quad (5.138)$$

analogous to (4.47). Here $\chi$ appearing at the right hand side of (5.138) is the Bondi tensor calculated at $\mathcal{S}^+$ in $\tilde{\mathcal{M}}((\tilde{\gamma}, \omega), (\tilde{\pi}, \dot{\omega}), c)$, and only those $t$’s are allowed, for which $\chi$ is defined for all $u \in [-1,0]$; stability of solutions of hyperbolic PDE’s guarantees that for each initial data set in $\mathcal{P}_{[-1,0]}$ this holds for $t$’s in an open neighbourhood of $t = 0$. We then set

$$T_t((\tilde{\gamma}, \omega), (\tilde{\pi}, \dot{\omega}), c) \equiv ((\tilde{\gamma}_t, \omega_t), (\tilde{\pi}_t, \dot{\omega}_t), c_t), \quad (5.139)$$

with $((\tilde{\gamma}_t, \omega_t), (\tilde{\pi}_t, \dot{\omega}_t))$ defined in (5.136). If $\partial c_t/\partial u$ vanishes in a neighbourhood of $u = -1$, then so will $\partial c_t/\partial u$ for $t$ small enough, and it follows that $T_t$ defines a local dynamical system on $\mathcal{P}_{[-1,0]}$. 
In summary, in local coordinates \((t, x^i)\) on \(M\) and \((u, x^A)\) on \(\mathcal{I}^+\) we have

\[
\begin{align*}
\gamma_t(x^i) &= \gamma(t, x^i), \\
P_{ij}^t(x^i) &= P_{ij}^t(t, x^i), \\
c_t(u, x^A) &= \chi(u - t, x^A).
\end{align*}
\]

(5.140)

Here \(\gamma = \gamma_{ij} dx^i dx^j\) and \(P_{ij}\) are the usual ADM fields on \(\Sigma\).

For fields in \(P[-1, 0]\) the boundary integral in (5.128) (with \(\tau_- = 1\)) involving \(\partial \chi / \partial u (u = -1) = \partial c / \partial u (u = -1) = 0\) vanishes, which shows that the local dynamical system \((P[-1, 0], T_t)\) is Hamiltonian, with

\[
H(X, \mathcal{I}) = E_{TB}(\mathcal{I}) = \frac{1}{4\pi} \int_{S^2} M \sin \theta d\theta d\varphi
\]

(5.141)

— the Trautman–Bondi energy of the hyperboloidal hypersurface \(\mathcal{I}\); here \(X\) is any vector field, which coincides with \(\partial_u\) near \(\mathcal{I}^+ \cap \mathcal{I}\). As in the scalar field case there is, however, an *essential ambiguity* which arises if we try to represent \(H\) as a functional defined over all field configurations, not only those that have vanishing \(u\)-derivatives in a neighbourhood of \(S_{-1}\). Indeed, we can add to \(H\) any functional of \(c\) and a finite number of its derivatives at \(S_{-1}\), which has the property that it vanishes when \(\partial c / \partial u \big|_{S_{-1}} = 0\). From the phase space point of view this will be identical with \(H\), but will not coincide with it for general fields, which are not in \(P[-1, 0]\). This is discussed in more detail in Section 5.10.

5.9 The phase space \(\hat{\mathcal{P}}[-1, 0]\)

To obtain the Hamiltonian description of the dynamics in the previous section, we have “killed” the boundary term in (5.128) by imposing the condition \(\partial c / \partial u = 0\) in a neighbourhood of \(S_{-1} \equiv \{u = -1\}\). It turns out that the Hamiltonian description of the field dynamics on \(\mathcal{I}^+\) is also possible without imposing any such conditions, provided one accepts to use *time-dependent* Hamiltonians. Let, as in Equation (4.9), \(\Sigma_{\mathcal{I}^+} = [-1, 0] \times S^2\) and let

\[
\psi_{I \times \Sigma_{\mathcal{I}^+}} : (-1, \infty) \times \Sigma_{\mathcal{I}^+} \to \mathcal{I}^+
\]

be any family of maps, which act trivially on the \(S^2\) factor of \(\Sigma_{\mathcal{I}^+}\),

\[
\psi_{I \times \Sigma_{\mathcal{I}^+}}(\tau, u, x^A) = (\sigma_{\tau}(u), x^A) \in \mathbb{R} \times S^2 \approx \mathcal{I}^+.
\]

Here \((\sigma_{t})_{t \geq -1}\) is any smooth family of smooth orientation preserving diffeomorphisms from \([-1, 0]\) to \([-1, t]\), with \(\sigma_0(u) = u\). Let \(\hat{\mathcal{P}}[-1, 0] = \mathcal{P}\), given \(t \in I\) and a data set \((\tilde{\gamma}_t, \omega_t), (\tilde{\pi}_t, \dot{\omega}_t), c_t\) in \(\hat{\mathcal{P}}[-1, 0]\) let \(\hat{M}((\tilde{\gamma}_t, \omega_t), (\tilde{\pi}_t, \dot{\omega}_t), c_t)\) be the space-time defined in Section 5.7 using the data \((\tilde{\gamma}_t, \omega_t), (\tilde{\pi}_t, \dot{\omega}_t))\) defined by
Equation (5.136), while the missing Bondi data $\chi$ are provided by $c_t$ defined as
\[ c_t(u) = c(\sigma_t(u), \cdot) . \]

We read off the Bondi function $\chi$ in $\tilde{M}((\tilde{\gamma}_t, \tilde{\omega}_t),(\tilde{\sigma}_t, \tilde{\omega}_t), c_t)$ (as already previously described) by introducing Bondi coordinates in a neighbourhood of $\mathcal{I}^+$ in $\tilde{M}((\tilde{\gamma}_t, \tilde{\omega}_t),(\tilde{\sigma}_t, \tilde{\omega}_t), c_t)$, and then set
\[ c_s(u) = \chi(\sigma_s^{-1}(u), \cdot) , \]
and
\[ T_{s,t}(((\tilde{\gamma}_t, \tilde{\omega}_t),(\tilde{\pi}_t, \dot{\tilde{\omega}}_t), c_t)) \equiv ((\tilde{\gamma}_s, \tilde{\omega}_s),(\tilde{\pi}_s, \dot{\tilde{\omega}}_s), c_s) . \] (5.142)

As in the scalar field case we have $T_{s,t} = \text{id}$, as expected. A calculation identical to that of Section 4.5 leads to the formula
\[
\mathcal{H}_{\mathcal{I}^+, [0, -1]}(c, \tau) = \frac{1}{32\pi} \int_{S^2} \hat{h}^{AC} h^{BD} \frac{\partial c_{AB}}{\partial u} \frac{\partial c_{CD}}{\partial u} Z_{\tau}(u) \sin \theta \, d\theta \, d\varphi ,
\] (5.143)
with $Z_{\tau}(u)$ as in Equation (4.58). Hence
\[
\hat{H} = E_{TB}(\mathcal{I}^+_t) + \mathcal{H}_{\mathcal{I}^+, [0, -1]}(c, \tau) . \] (5.144)

### 5.10 Preferred role of the Trautman–Bondi energy

The discussion of the preferred role of the Trautman–Bondi energy is essentially identical to that of Section 4.6, so that we will only state the conclusions one can reach in the gravitational field case. In the phase space $\mathcal{P}_{[0,-1]}$ any functional of the form
\[
\hat{H}(\mathcal{I}^-) = E_{TB}(\mathcal{I}^-) + \int_{S_{-1}} F \left[ \chi|_{S_{-1}}, \frac{\partial \chi}{\partial u}|_{S_{-1}}, \ldots, \frac{\partial^k \chi}{\partial u^k}|_{S_{-1}} \right] + a \] (5.145)
is a Hamiltonian, with $a$ being a constant. We expect (see Appendix C.2) that the fields $\frac{\partial \chi}{\partial u}|_{S_{-1}}, i = 0, \ldots, k$, can take arbitrary values; if that expectation is correct, when we require the function $t \to \hat{H}(\mathcal{I}^-)$ to be monotonic in time $t$, then the analysis in [43] shows that $F$ has to be constant on $\mathcal{P}_{[0,-1]}$. Hence, under the proviso above, the Trautman–Bondi energy (5.115) is the only Hamiltonian on $\mathcal{P}_{[0,-1]}$, which is monotonic when the hypersurfaces $\mathcal{I}^-_t$ are moved forward in time in the corresponding space-time.

Considerations similar to those of Section (4.6) show that
\[
\lim_{\tau \to -1} \mathcal{H}_{\mathcal{I}^+, [0, -1]}(c_t, \tau) = 0 ,
\]
hence the limit as $\tau$ tends to $-1$ of the Hamiltonian (5.144) in $\hat{\mathcal{P}}_{[0,-1]}$ equals the Trautman–Bondi mass (5.115) of the hyperboloidal hypersurface $\mathcal{I}^-_1$. 
6. Hamiltonians associated with the BMS group

6.1 The Poincaré group: convergence of integrals

The aim of this section is to analyse the convergence of the integrals involved for those vector fields \( X \) which are Killing vector fields of the background metric. We will consider hypersurfaces \( \mathcal{S} \) which, in a neighbourhood \( \mathcal{O} \) of \( \partial \Sigma \) coordinatized by \((x, \theta, \varphi)\), are of the form

\[
\mathcal{S} \cap \mathcal{O} = \{ u = \alpha(x, \theta, \varphi) \},
\]

with \( \alpha \) — a differentiable function of its arguments. Throughout this section we will consider arbitrary vector fields \( X \), which extend continuously and differentiably to \( I^+ \), with \( x^{-1} X^x \) being \( O(1) \). In particular, in several calculations we will not assume that \( X \) is a Killing vector of the background unless explicitly stated otherwise.

Let us start with an analysis of the putative Hamiltonian:

\[
H(X, \mathcal{S} \epsilon) = \frac{1}{2} \int_{\partial \mathcal{S} \epsilon} W^{\nu \lambda} dS_{\nu \lambda},
\]

(6.2)

where

\[
\mathcal{S} \epsilon \equiv \mathcal{S} \setminus \{ x \leq \epsilon \}.
\]

(6.3)

On \( \partial \mathcal{S} \epsilon \) we have \( du = \alpha_x d\varphi + \alpha_{\theta} d\theta \), so that

\[
\begin{align*}
W^x_{x x} & dS_{x x} + W^{x \theta} dS_{x \theta} = -W^{x \varphi} \alpha_x d\varphi \wedge d\theta + W^{\varphi \theta} \alpha_{\varphi} d\varphi \wedge d\varphi,
\end{align*}
\]

and taking the exterior orientation of \( S^2 \epsilon \equiv \partial \mathcal{S} \epsilon \) into account, one obtains

\[
H(X, \mathcal{S} \epsilon) = \int_{S^2 \epsilon} (W^x_{x x} - W^{x A} \partial_A \alpha) d\theta d\varphi.
\]

(6.4)

Consider, first, those terms in \( W^{\nu \lambda} \), which contain the background-covariant derivatives of the vector field \( X \) (cf. Equation (5.17)); modulo a multiplicative factor they arise in the combination \( g^{\alpha \beta} \delta_\beta X^\alpha \). In some calculations it will be convenient to remove the background from the gravitational field — for this purpose we introduce the following field:

\[
\Delta g^{\mu \nu} := g^{\mu \nu} - \frac{1}{16\pi} \sqrt{|\det b|} b^{\mu \nu}.
\]

(6.5)
We have the trivial equality
\[ \sqrt{\det g} g^{\mu [\nu \delta} X^\beta_{\alpha]} = \Delta g^\mu [\nu \delta} X^\beta_{\alpha] + \sqrt{\det b} b^\mu [\nu \delta} X^\beta_{\alpha} \, . \] (6.6)

Equation (5.11) shows that we have \( L |_{g=b} = 0 \); similarly we have \( \tilde{\mathcal{W}}^\mu_{\nu \lambda} |_{g=b} = 0 \) by (5.18). Further, if \( X \) is a Killing vector field of the background, we obtain \( H^\mu |_{g=b} = 0 \) by (5.16). It then follows from (5.16) that for any hypersurface \( \tilde{\mathcal{H}} \) in the Minkowski space-time and for such \( X \)'s we have
\[ \int_{\tilde{\mathcal{H}}} \sqrt{\det h_{\rho \sigma}} h^\mu [\nu \delta} X^\beta_{\alpha]} dS_{\nu \lambda} = 0 \, . \] (6.7)

(An alternative way of obtaining this equation is to notice that this is just Komar’s integral for a Killing vector field in Minkowski space-time, which vanishes because Minkowski space-time is Ricci flat.) Now, if we use Bondi coordinates to identify a neighbourhood of \( \tilde{\mathcal{M}}^{+} \) in the space-time into consideration with a neighbourhood of \( \tilde{\mathcal{M}}^{+} \) in Minkowski space-time, then for any \( \tilde{\mathcal{M}}^{\epsilon} \) with \( \epsilon \) small enough there exists a hypersurface \( \tilde{\mathcal{H}}^{\epsilon} \) in Minkowski space-time such that \( \partial \tilde{\mathcal{H}}^{\epsilon} = \partial \tilde{\mathcal{M}}^{\epsilon} \). It follows that Equation (6.7) with \( \tilde{\mathcal{H}} \) replaced by \( \tilde{\mathcal{H}}^{\epsilon} \) holds for \( \epsilon \) small enough, in the class of space-times considered here, for \( X \)'s which are Killing vector fields of the background metric \( b \).

Let us now turn our attention to those terms in the integral (6.4), which arise from \( \tilde{\mathcal{W}}^u_{\nu \mu} d\tilde{v} d\varphi \); for the convenience of the reader let us repeat here Equation (5.114):
\[ \tilde{\mathcal{W}}^u_{\nu \mu} = \frac{\sin \theta}{16\pi} \left\{ X^u \left[ x^{-2} \partial_A U^A - 2V + x^{-1} x^2 e^{2\beta} h_{AB} \partial_A x^{-2} U^A \right] 
-x^{-2} x^2 A_{,A} U^A + (1 - V x) X^u_{,x} + x^{-2} X^x \left[ 2x^{-1} - x^{-1} x^2 e^{2\beta} h_{AB} \partial_B \right] 
-x^{-2} X^A e^{-2\beta} h_{AB} \partial_B \partial_{,x} x^{-2} (X^x_{,x} - X^u_{,u}) - X^u_{,x} \right\} \, . \] (6.8)

A rough analysis of the behaviour of \( \tilde{\mathcal{W}}^u_{\nu \mu} \) can be carried on as follows: first, \( X^u \), \( x^{-1} x^2 \), are bounded by hypothesis on \( X \). Next, \( x^{-2} \beta, x^{-2} (h_{AB} - h_{AB}) \partial_A \), \( x^{-2} e^{2\beta} h_{AB} \partial_A \), and \( x^{-2} U^A \) are all \( O(1) \) in view of Equations (5.98)–(5.100), and this behaviour is preserved under differentiation in the obvious way (recall that (5.98) is an assumption concerning the behaviour of the gravitational field along the hypersurfaces \( u = \text{const} \), while (5.99)–(5.100) follow from (5.98) and from the vacuum Einstein equations). This shows convergence — when \( \epsilon \) tends to zero — of all the integrals arising in (6.4) from \( \tilde{\mathcal{W}}^u_{\nu \mu} \), except perhaps for the terms involving the background covariant derivatives of \( X \), and the term \( x^{-2} X^A e^{-2\beta} h_{AB} \partial_B \partial_{,x} \). (Clearly, the latter will vanish if \( X^A \) vanishes, which establishes convergence of the appropriate integrals, up to the integrals containing the background covariant derivatives of \( X \), for the “supertranslations” considered in Section 6.2.) If \( X^A \) does not vanish, a more detailed analysis is needed: in the coordinate system \((u^\mu) = (u, x^A, x)\) with
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\( (z^A) = (x^A) \) the Killing vector fields of the background metric (5.96) take the form

\[
X_{\text{trans}} = -v \frac{\partial}{\partial u} - x^2 v \frac{\partial}{\partial x} + x^A B \partial_A v \frac{\partial}{\partial y^B},
\]

\[
X_{\text{rot}} = \epsilon^{AB} \partial_B v \frac{\partial}{\partial y^A},
\]

\[
X_{\text{boost}} = uX_{\text{trans}} - xv \frac{\partial}{\partial x} + x^A B \partial_A v \frac{\partial}{\partial y^B}.
\]

(6.9)

(6.10)

(6.11)

Here \( v \) is a linear combination of \( \ell = 1 \) spherical harmonics, as in Equations (4.69)–(4.71). It can be checked either directly, or using the Killing equations, that for Killing vector fields we have

\[
\partial_u X^A = 0 = X^A _{||B} + X^B _{||A} - X^C _{||C} h_{AB},
\]

(6.12)

where \( || \) denotes the covariant derivative on \( S^2 \) (previously denoted by \( \hat{\mathcal{D}} \) in (5.99)), associated with the round unit metric \( \hat{h}_{AB} \). Returning to Equation (6.4), suppose first that \( \alpha \) is angle-independent; from the explicit form of \( x^{-2} U^A \big| _{\mathcal{I}^+} \) (cf. Equation (5.99)) and from what has been said, the integral involving \( x^{-2} X^A e^{-2\beta} h_{AB} U^B \frac{d}{dx} \) reads (up to a multiplicative factor)

\[
-2 \int_{S^2} \frac{X^A \chi_{AB}}{x} \sin \theta \, d\theta \, d\varphi + O(1)
\]

\[
= 2 \int_{S^2} \frac{\chi_{AB}}{x} X^A \sin \theta \, d\theta \, d\varphi + O(1)
\]

\[
= \int_{S^2} \frac{\chi_{AB}}{x} \left[ X^A + X^B - X^C \right] \sin \theta \, d\theta \, d\varphi + O(1),
\]

(6.13)

where the symmetry and the vanishing of the \( \hat{h} \)-trace of \( \chi^{AB} \) have been used. The vanishing of the dangerous terms follows now from Equation (6.12). Further, the terms in the last line of (6.8) are precisely the ones in Equation (6.6) which do not involve \( \Delta g \), and Equation (6.7) shows that they give a vanishing contribution when integrated upon a sphere. This establishes convergence of \( H(X, \mathcal{S}^+) \) when \( \epsilon \) tends to zero for vector fields \( X \), which satisfy the requirements spelled out at the beginning of this section, together with (6.12), when \( \alpha |_{x=0} \) is a constant, up to the question of convergence of the terms involving the background covariant derivatives of \( X \), for those \( X \)’s which are not Killing vectors of the background metric. We note that those terms are independent of the physical metric \( g \), and therefore their value is irrelevant from the point of view of the variational formulae considered here; discarding them corresponds to a redefinition of the zero point of the energy.

Using (5.114) and the asymptotics (5.98)–(5.100) of the gravitational field at \( \mathcal{S}^+ \), in Appendix C.4 we derive the following formula, which holds for all
X’s satisfying the asymptotic requirements spelled at the beginning of this section together with (6.12):

\[
\int_{S^2} \mathbb{W}^{\mu \nu}_{\mid g^+} d\theta d\phi = \int_{S^2} \frac{\sin \theta}{16\pi} d\theta d\phi \left[ (4M - \chi^{AB}_{\parallel AB}) X^u - \frac{3}{8} x^{-1} X^A \chi^{AB}_{\parallel AB} \\
- \left( 6N_A + \frac{1}{2} \chi^{ABC}_{\parallel C} + \frac{3}{16} \chi^{CD}_{\parallel AB} \chi^{CD}_{\parallel A} \right) X^A \\
\right.+ x^{-1} X^A \chi^{AB}_{\parallel B} \left] + \int_{S^2} \mathbb{W}^{\mu \nu}_{\mid g^= b} d\theta d\phi \right. ,
\]

(6.14)

where the shorthand \(\mathbb{W}^{\alpha \beta}_{\mid g^+}\) is used for \(\lim_{x \to 0} \mathbb{W}^{\alpha \beta}\), similarly for \(x^{-1} X^{\alpha}\); we also have

\[
\int_{S^2} \mathbb{W}^{\mu \nu}_{\mid g^= b} d\theta d\phi = 1 \frac{1}{16\pi} \int \left[ x^{-2} (X^x x - X^u u) - X^u x \right] \sin \theta d\theta d\phi .
\]

(6.15)

It can be seen\(^1\) that the Trautman–Bondi energy formula (5.115) is a special case of (6.14). More generally, if \(X = a\) is a translation of Minkowski space-time which in Minkowskian coordinates \(x^u\) takes the form

\[
a = a^\mu \partial_\mu ,
\]

then the corresponding function \(v\) in Equation (6.9) reads

\[
v(a) = a_0 + a_i n^i .
\]

(6.16)

Equation (6.9) inserted into (6.14) gives then the following formula for the Trautman-Bondi four-momentum [43, 83]:

\[
p_{TB}(a, \mathcal{F}) = - \frac{1}{16\pi} \int_{S^2} (4M - \chi^{AB}_{\parallel AB}) v(a) \sin \theta d\theta d\phi ,
\]

(6.17)

or, in component notation,

\[
p^\mu a_\mu = \frac{1}{16\pi} \int_{S^2} (4M - \chi^{AB}_{\parallel AB}) (a_0 + a_i n^i) \sin \theta d\theta d\phi \\
= \frac{1}{4\pi} \int_{S^2} M (a_0 + a_i n^i) \sin \theta d\theta d\phi .
\]

(6.18)

To analyse the case with \(a \mid_{x=0} \) — a general differentiable function on \(S^2\), we have the following formula, which is derived in Appendix C.4, cf. Equation (C.101):

\(^1\) The term involving \(\mathbb{W}^{\mu \nu}_{\mid g^= b} \mid_{\mathcal{F}^+}\) vanishes for vector fields \(X\) associated with the Poincaré group by (6.7); it also vanishes for supertranslations (which follows from (6.15) and (6.31)–(6.32)), hence it vanishes for all the generators of the BMS group. It might, however, give a non-vanishing contribution for more general vector fields.
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\[
H(X, \mathcal{S}') = \frac{1}{16\pi} \int_{S^2} x^{-1} \left[ \chi^{AB} \partial_B \partial_\alpha X_A \sin \theta \, d\theta \, d\varphi \right] + O(1) .
\] (6.19)

An integration by parts in (6.19), as in Equation (6.13), that takes the account that all the functions appearing there are taken at \( u = \alpha(\theta, \varphi) \), together with Equation (6.12), shows that the potentially divergent integral in (6.19) integrates out to zero, yielding a finite value for \( H(X, \mathcal{S}') \).

Let us, next, consider the boundary term of the variational formula (5.21). Equations (5.98)–(5.100) and (C.9)–(C.8) lead to

\[
p^x_{AB} = \frac{1}{2} x \partial_u \chi_{AB} + O(x^2) , \quad (6.20)
\]

\[
p^A_{xB} = -\frac{1}{2} \chi^A_B + O(x) , \quad (6.21)
\]

\[16\pi \delta g^{AB} = -x^{-1} \sin \theta \delta \chi^{AB} + O(1) , \quad (6.22)\]

\[
p^u_{AB} = -\chi_{AB} + O(x) . \quad (6.23)
\]

With this asymptotics the integrand of the boundary integral in (5.21) for a hypersurface \( \mathcal{S}' \) such that \( \partial \mathcal{S}' = \{ u = \alpha(x, \theta, \varphi), x = \epsilon \} \) takes the form

\[
x^u p^x_{\mu\nu} \delta g^{\mu\nu} - x^u p^u_{\mu\nu} \delta g^{\mu\nu} + \partial_\alpha \left( x^u p^A_{\mu\nu} \delta g^{\mu\nu} - X_A p^x_{\mu\nu} \delta g^{\mu\nu} \right) =
\]

\[-\frac{\sin \theta}{16\pi} \left[ x^{-1} X^\alpha \chi_{AB} + (X^u - X^C \partial_C \alpha) \frac{1}{2} \partial_u \chi_{AB} \right] \delta \chi^{AB} + O(x) . \quad (6.24)\]

It follows again that, under the current asymptotic conditions, the boundary integral in (5.21) converges when \( \epsilon \) tends to zero. (We note that the fact that \( X \) is a Killing vector of the background has not been used in (6.20)–(6.24).)

Let us, finally, pass to the volume integral in (5.21). In a neighbourhood \( \mathcal{O} \) of \( \partial \Sigma \) we have

\[
\int_{\mathcal{O} \cap \mathcal{S}'} \left( \mathcal{L} X p^\lambda_{\mu\nu} \delta g^{\mu\nu} - \mathcal{L} X g^{\mu\nu} \delta p^\lambda_{\mu\nu} \right) \, dS =
\]

\[
\int_{\mathcal{O} \cap \mathcal{S}'} \left( \mathcal{L} X p^u_{\mu\nu} \delta g^{\mu\nu} - \mathcal{L} X g^{\mu\nu} \delta p^u_{\mu\nu} - \partial_\alpha (\mathcal{L} X p^k_{\mu\nu} \delta g^{\mu\nu} - \mathcal{L} X g^{\mu\nu} \delta p^k_{\mu\nu}) \right) \, dx \, d\theta \, d\varphi .
\]

We have \( \delta g = \delta \Delta g \); further, if \( X \) is a Killing vector field for the background metric, then \( \mathcal{L} X g = \mathcal{L} X \Delta g \). This allows us to rewrite the last volume integral in the form

\[
\int_{\mathcal{O} \cap \mathcal{S}'} \left( \mathcal{L} X p^\lambda_{\mu\nu} \delta g^{\mu\nu} - \mathcal{L} X g^{\mu\nu} \delta p^\lambda_{\mu\nu} \right) \, dS =
\]

\[
\int_{\mathcal{O} \cap \mathcal{S}'} \left( \mathcal{L} X p^u_{\mu\nu} \delta g^{\mu\nu} - \mathcal{L} X g^{\mu\nu} \delta p^u_{\mu\nu} - \partial_\alpha (\mathcal{L} X p^k_{\mu\nu} \delta g^{\mu\nu} - \mathcal{L} X \Delta g^{\mu\nu} \delta p^k_{\mu\nu}) \right) \, dx . \quad (6.25)\]
In what follows we shall analyse the convergence of the right hand side of the equation above for the class of vector fields $X$ as spelled out at the beginning of this section, not necessarily Killing vector fields of the background. We have the following asymptotics of the $\Delta g_{\mu\nu}$'s:

\[ 16\pi \delta A_{AB} = -x^{-1} \sin \theta \delta \chi_{AB} + O(1), \]
\[ \Delta g^{xx} = O(x), \quad \Delta g^{xA} = O(1), \quad \Delta g^{\mu\nu} = 0. \]

All the $P^\lambda_{\mu\nu}$ not listed in (6.20)--(6.23) are $O(x)$. The Lie derivatives of the momenta $p^\lambda_{\mu\nu}$,

\[ \mathcal{L}_X p^\lambda_{\mu\nu} = X^\sigma \partial_\sigma p^\lambda_{\mu\nu} + p^\lambda_{\sigma\nu} \partial_\sigma X^\mu + p^\lambda_{\mu\sigma} \partial_\sigma X^\nu - p^\mu_{\sigma\nu} \partial_\sigma X^\lambda, \]

behave as $O(1)$ or better, while those of the $\Delta g_{\mu\nu}$'s,

\[ \mathcal{L}_X \Delta g_{\mu\nu} = \partial_\lambda (X^\lambda \Delta g_{\mu\nu}) - \Delta g^{\lambda\nu} \partial_\lambda X^\mu - \Delta g^{\mu\lambda} \partial_\lambda X^\nu, \]

behave typically as $O(x^{-1})$. In detail we have

\[ \mathcal{L}_X \Delta g_{AB} = \partial_u (X^u \Delta g_{AB}) + \mathcal{L}_X \Delta g_{AB} + O(1), \]
\[ \mathcal{L}_X \Delta g^{uA} = \Delta g^{AB} \partial_B X^u + O(1), \]
\[ \mathcal{L}_X \Delta g^{xx} = O(x), \quad \mathcal{L}_X \Delta g^{xA} = O(1) = \mathcal{L}_X \Delta g^{xA}, \quad \mathcal{L}_X \Delta g^{uu} = 0. \]

Here $\mathcal{L}_X$ denotes the Lie derivative on the sphere taken with respect to $X^A \partial_A$ — the “sphere part” of the vector $X$. Since $\delta p^\lambda_{uA} = O(x)$, it follows that the dangerous term in (6.25) is of the form

\[ \mathcal{L}_X p^u_{AB} \delta A_{AB} - \mathcal{L}_X \Delta g_{AB} \delta p^u_{AB}. \]

We further have

\[ \mathcal{L}_X p^u_{AB} = X^u \partial_u p^u_{AB} - p^u_{AB} \partial_u X^u + \mathcal{L}_X p^u_{AB} + O(x). \]

Inserting all this into (6.25), one finds that

\[
\int_{S \cap \mathcal{O}} \left[ \mathcal{L}_X p^\lambda_{\mu\nu} \delta g^{\mu\nu} - \mathcal{L}_X \delta g^{\mu\nu} \delta p^\lambda_{\mu\nu} \right] dS_A \\
= O(1) - \int_{S \cap \mathcal{O}} \left\{ \partial_u (X^u \Delta g_{AB}) + \mathcal{L}_X \Delta g_{AB} \right\} \delta p^u_{AB} \\
- \left[ X^u \partial_u p^u_{AB} - p^u_{AB} \partial_u X^u + \mathcal{L}_X p^u_{AB} \right] \delta \Delta g_{AB} \right\} d\theta d\phi . \tag{6.26}
\]

The terms in the curly bracket above are potentially of order $O(x^{-1})$, more precisely
16\pi x\{...\} = O(x) + \left[ \partial_u (X^u \sin \theta \chi^{AB}) + \left( \frac{\partial}{\partial X} (\sin \theta \chi^{AB}) \right) \delta \chi_{AB} \right] - \left[ X^u \partial_u \chi_{AB} - \chi_{AB} \partial_u X^u + \left( \frac{\partial}{\partial \chi_{AB}} \right) \delta (\chi^{AB} \sin \theta) \right] = O(x) + \left[ 2 \partial_u X^u \sin \theta \chi^{AB} + \chi_{CD} \left( \frac{\partial}{\partial X} (\sin \theta \hat{h}^{AC} \hat{h}^{BD}) \right) \right] \delta \chi_{AB}.

(6.27)

It turns out that the terms in the square bracket in this last equation vanish for Killing vectors: indeed, since \( \sin \theta = \sqrt{\det \hat{h}_{AB}} \), we can write

\[
2 \partial_u X^u \sin \theta \chi^{AB} + \chi_{CD} \left( \frac{\partial}{\partial X} (\sin \theta \hat{h}^{AC} \hat{h}^{BD}) \right) = (2 \partial_u X^u + X^C \|_C) \sin \theta \chi^{AB} + 2 \sin \theta \left( \frac{\partial}{\partial X} \hat{h}^{AC(A)} \hat{h}^{B)_C} \right).
\]

If \( X \) is a rotation, we have \( X^u = X^C \|_C = \left( \frac{\partial}{\partial X} \hat{h}^{AB} = 0 \right) \); for translations and supertranslations \( \partial_u X^u = 0 = X^A \). This implies our claim for such Killing vectors. In the case of boosts along the \( z \) axis \( \partial_u X^u = -\cos \theta \), \( X^A = \hat{h}^{AB} \partial_A \cos \theta \), and the formula \( \left( \frac{\partial}{\partial X} \hat{h}^{CD} = 2 \cos \theta \hat{h}^{CD} \right) \) guarantees the vanishing of the square bracket in (6.27). We have thus shown that the volume integral in (5.21) converges as well when \( \epsilon \) tends to zero.

6.2 Supertranslations (and space translations): convergence of integrals

In this section we will check the convergence of the integrals related to the “supertranslations”; recall that translations are understood as a special case of “supertranslations”. It will then follow that the local dynamical system generated by supertranslations is Hamiltonian on appropriate phase spaces. The “supertranslation” vector fields are defined by the requirements that: 1) they extend smoothly to \( \mathcal{I}^+ \); 2) they preserve the Bondi form of the metric; and 3) \( X|_{\mathcal{I}^+} = \lambda(\theta, \phi) \partial_u \) for some smooth function \( \lambda \) on \( S^2 \). It may be proved that in the coordinate system of (5.93) such a field takes the following form:

\[
X_{\text{supertr}} = [\lambda + O(x)] \frac{\partial}{\partial u} - \frac{1}{2} x^2 [\Delta_2 \lambda + O(x)] \frac{\partial}{\partial x} - x [\hat{h}^{AB} \partial_A \lambda + O(x)] \frac{\partial}{\partial x^B},
\]

(6.28)

where \( \lambda = \lambda(x^A) \) is a smooth function of its arguments, while \( \Delta_2 \) is the Laplacian of the standard round metric \( \hat{h}_{AB} \) on a two-dimensional unit sphere. We
shall perform a detailed convergence analysis for the vector field $X$ defined as

$$X = \lambda \frac{\partial}{\partial u} - \frac{1}{2} x^2 \Delta_2 \lambda \frac{\partial}{\partial x} - x h^{AB} \lambda \frac{\partial}{\partial x^B},$$

(6.29)

which is an exact formula for a supertranslation in Minkowski space-time (see (4.79)); it is easily seen that the error terms neglected lead to convergent integrals. Replacing $r$ by $1/x$ in the flat metric (5.96), we have

$$b = b_{\mu \nu} dx^\mu dx^\nu = -du^2 + 2x^{-2} du dx + x^{-2} h_{AB} dx^A dx^B,$$

(6.30)

so that

$$\sqrt{\det b} = x^{-4} \sin \theta,$$

and of course $B_{\rho \mu \nu} = 0$. The $B_{\rho \mu \nu}$’s can be found in Appendix C.1, Equations (C.2)–(C.3).

Covariant derivatives $X_{\mu ; \nu} = X_{\mu , \nu} + B_{\mu \nu \lambda} X_{\lambda}$ of fields given by (6.29) read

$$0 = X_{0 ; \mu} = X_{3 ; 3} = X_{3 ; 0} = X_{A ; 0} = X_{\mu ; \mu},$$

(6.31)

$$X_{3 ; A} = -\frac{1}{2} x^2 \partial_A (\Delta_2 + 2) \lambda, \quad X_{A ; B} = \frac{1}{2} x (2 \lambda \delta_{AB} - \delta_{BA} \Delta_2 \lambda).$$

(6.32)

We note that several calculations of Section 6.1 go through for supertranslations (6.28) or (6.29), since they satisfy the general requirements spelled out at the beginning of that section. However, because they are not Killing vector fields of the background metric (5.96), the formula for the Hamiltonian (5.15) as well as the variational formula (5.21) will contain supplementary terms, which we will analyse here. Now, convergence of the boundary integral in (5.21) (cf. Equation (6.24)) follows already from the analysis in Section 6.1. Next, consider the $g$ independent terms (arising from the decomposition (6.6)) in the integral $H_{\text{boundary}}$ defined by Equation (5.25); from (6.31)–(6.32) one finds

$$\lim_{\epsilon \to 0} H_{\text{boundary}}(X, \mathcal{F}) \bigg|_{g = b} = \lim_{\epsilon \to 0} \int_{S^2} (W_{x^\mu} - \alpha A W^{x^A}) \bigg|_{g = b} \ d\theta \ d\varphi$$

$$= -\frac{1}{32\pi} \int_{S^2} (\lambda \Delta_2 (\Delta_2 + 2) (0, x^A)) \sin \theta \ d\theta \ d\varphi.$$  

(6.33)

Here and throughout this section, $\mathcal{F}$ is given by Equation (6.3), with $\mathcal{F}$ as in Equation (6.1). We note that this integral vanishes, when $\lambda$ or $\alpha$ are a linear combination of $\ell = 0$ or $\ell = 1$ harmonics, consistently with our previous proof that this integral vanishes for $X$’s which are Killing vector fields of the background metric. While it is not necessary to do that, it seems reasonable to normalize the Hamiltonians so that they vanish on the Minkowski background, therefore we set

$$H_{\text{normalised}}(X, \mathcal{F}) \equiv H_{\text{boundary}}(X, \mathcal{F}) - H_{\text{boundary}}(X, \mathcal{F}) \bigg|_{g = b}$$
6.2 Supertranslations (and space translations): convergence of integrals

\[ H_{\text{boundary}}(X, \mathcal{J}) + \frac{1}{8\pi} \int_{\partial \mathcal{J}} \sqrt{\left| \det b_{\mu\nu} \right|} b_{\mu\nu} \delta \chi^\rho \chi^\rho \, ds_{\nu} \]

\[ = \int_{\partial \mathcal{J}} \left[ \mathcal{W}^{\rho\lambda} \chi^\rho - 2 \Delta g^{\rho\lambda} X^\rho \right] \, ds_{\lambda} \]

\[ = \int_{\partial \mathcal{J}} \left[ \left( 2g^{\rho\nu} P_{\mu\nu} - 2\delta_{\rho\nu} g^{\mu\sigma} - \frac{2}{3} g^{\rho\nu} \right) X^\rho \right. \]

\[ \left. - 2 \Delta g^{\rho\lambda} X^\rho \right] \, ds_{\lambda} , \quad (6.34) \]

with \( \Delta g \) defined by (6.5). The convergence of \( H_{\text{boundary}}^{\text{normalised}}(X, \mathcal{J}) \) when \( \epsilon \) tends to 0, for hypersurfaces of the form (6.1), follows from Equation (C.101) because \( x^{-1}X^A = O(1) \).

It remains to analyse what happens, when \( \epsilon \) tends to zero, with the volume part of the Hamiltonian (see Equations (5.24)–(5.26)), and with the volume integral

\[ \int_{\mathcal{J}} \left( \mathcal{L}_X p_{\mu\nu} \delta g^{\mu\nu} - \mathcal{L}_X g^{\mu\nu} \delta p_{\mu\nu} \right) \, ds_{\lambda} . \quad (6.35) \]

Here, as before, \( \mathcal{J}^\epsilon \) is defined by Equation (6.3). It will be seen that the volume term in the Hamiltonian,

\[ H_{\text{volume}}(X, \mathcal{J}^\epsilon) := -\int_{\mathcal{J}^\epsilon} 2g^{\beta\gamma} \delta p_{\beta\gamma}^\delta (X^\sigma)_{\beta\gamma} - B^\sigma_{\beta\gamma} X^\sigma \, ds_{\mu} , \]

diverges as \( \epsilon \) goes to zero — this is not surprising in view of the fact that this is also the case with the volume integral (6.35). We will cure this problem by a suitable redefinition of variables, and a corresponding change of Hamiltonian. Let \( \Delta g^{\mu\nu} \) be defined by Equation (6.5); using this variable, we can rewrite (5.21) as

\[-\delta H = \int_{\mathcal{J}^\epsilon} \left( -\mathcal{L}_X g^{\mu\nu} \delta p_{\mu\nu} + \mathcal{L}_X p_{\mu\nu} \delta g^{\mu\nu} \right) \, ds_{\lambda} \]

\[ + \int_{\partial \mathcal{J}^\epsilon} X^{[\mu} p_{\nu]} \delta g^{\alpha\beta} \, ds_{\mu\nu} \]

\[ = \int_{\mathcal{J}^\epsilon} \left( -\mathcal{L}_X \Delta g^{\mu\nu} \delta p_{\mu\nu} + \mathcal{L}_X p_{\mu\nu} \delta g^{\mu\nu} \right) \, ds_{\lambda} \]

\[-\delta F + \int_{\partial \mathcal{J}^\epsilon} X^{[\mu} p_{\nu]} \delta g^{\alpha\beta} \, ds_{\mu\nu} , \quad (6.36) \]

where

\[ F(X, \mathcal{J}^\epsilon) := \frac{1}{16\pi} \int_{\mathcal{J}^\epsilon} \mathcal{L}_X \left( \sqrt{\left| \det b_{\mu\nu} \right|} \right) p_{\mu\nu} \, ds_{\lambda} . \]

In the notation of Equations (5.25)–(5.26) this last equation can be rewritten as

\[ \delta(H_{\text{boundary}} + H_{\text{volume}} - F)(X, \mathcal{J}^\epsilon) = \]
\[ \int_{\mathcal{S}} \left( \mathcal{L}_X \delta \theta^{\mu \nu} \delta p_{\mu \nu} + \mathcal{L}_X p^{\lambda}_{\mu \nu} \delta \theta^{\mu \nu} \right) dS_{\lambda} = \int_{\mathcal{S}} X^{\mu \rho}_{\mu \nu} \delta \theta^{\alpha \beta} dS_{\mu \nu} , \]  
(6.37)

The right hand side of this equation converges as \( \epsilon \) goes to zero by Equations (6.24), (6.26) and (6.27). It turns out that the left hand side is still divergent, but the divergence can be gotten rid of by a “renormalisation” procedure. In order to show that, we note the identity

\[ \mathcal{L}_X \left( \sqrt{|\det b|} b^{\mu \nu} \right) = \sqrt{|\det b|} \left( b^{\mu \nu} X^{\lambda}_{\lambda, \mu} - 2 X^{(\mu, \nu)} \right) , \]

hence

\[ F = \frac{1}{16\pi} \int_{\mathcal{S}} \sqrt{|\det b|} \left( b^{\mu \nu} X^{\alpha}_{\alpha, \mu} - 2 X^{(\mu, \nu)} \right) p_{\mu \nu} dS_{\lambda} . \]

On the other hand

\[ H_{\text{volume}} = - \int_{\mathcal{S}} \left( g^{\beta \gamma} X^{\mu}_{\mu, \beta \gamma} - g^{\beta \mu} X^{\gamma}_{\gamma, \beta \gamma} \right) dS_{\mu} + O(1) , \]

where the \( O(1) \) terms arise from the background curvature which, by hypothesis, is compactly supported. Now, generically we have the behavior \( p^{\mu}_{\mu \nu} = O(1) \), \( g^{\mu \nu} = O(x^{-2}) \), \( \Delta g^{\nu \mu} = O(x^{-1}) \), \( \sqrt{|\det b|} b^{\mu \nu} = O(x^{-2}) \), so that if \( X \) is such that \( X^{\mu, \nu} = O(x) \) (which is the case for supertranslations), then \( H_{\text{volume}}(X, \mathcal{S}) \) and \( F(X, \mathcal{S}) \) will typically diverge when \( \epsilon \) goes to zero: From Equations (6.31)–(6.32) and from \( p^{\mu}_{\mu \nu} = O(1) \), \( \bar{p}^{\mu}_{\mu \nu} = O(x) \) one finds that the only possibly divergent contribution to \( F \) comes from \( p^{\mu}_{\mu \nu} \).

Equation (6.23), together with the formula

\[ \sqrt{|\det b|} X^{A,B} = x^{-1} \sin \theta \left( \lambda^{AB} - \frac{1}{2} \bar{h}^{AB} \Delta_2 \lambda \right) \]

(cf. (6.32)), shows that

\[ F = \frac{1}{32\pi} \int_{\mathcal{S}} x^{-1} \sin \theta \left( 2\lambda^{AB} - \bar{h}^{AB} \Delta_2 \lambda \right) \chi_{AB} dx d\theta d\varphi + O(1) , \]

(6.38)

where the \( O(1) \) terms are finite in the limit \( \epsilon \to 0 \). Next, it is useful to rewrite \( H_{\text{volume}} \) as

\[ H_{\text{volume}}(X, \mathcal{S}) = - \int_{\mathcal{S}} \left( \Delta g^{\beta \gamma} X^{\mu}_{\mu, \beta \gamma} - \Delta g^{\beta \mu} X^{\gamma}_{\gamma, \beta \gamma} \right) dS_{\mu} - \frac{1}{16\pi} \int_{\mathcal{S}} \sqrt{|\det b|} \left( b^{\beta \gamma} X^{\mu}_{\mu, \beta \gamma} - b^{\beta \mu} X^{\gamma}_{\gamma, \beta \gamma} \right) dS_{\mu} + O(1) , \]

(6.39)

where \( O(1) \) corresponds to background curvature terms, which are irrelevant for the discussion here. To analyse the second integral above, we note the identities

\[ \sqrt{|\det b|} b^{\beta \gamma} X^{A}_{\beta \gamma} = x^{-1} \sin \theta (\Delta_2 + 1) \lambda^{A} , \]
\[ \sqrt{\det b} b^{\beta\gamma} X_{\beta\gamma} = -\frac{1}{2} \sin \theta \Delta_2 (\Delta_2 + 2) \lambda , \]
\[ \sqrt{\det b} b^{\beta\gamma} X_{0;\beta\gamma} = 0 ; \quad X^c_{;\beta\kappa} = 0 , \]
\[ \int_{\mathcal{F}^c} \sqrt{\det b} b^{\beta\gamma} X^\mu_{;\beta\gamma} dS_\mu = \int_{\mathcal{F}^c} x^{-1} \sin \theta \alpha A (\Delta_2 + 1) \lambda^\parallel A dx d\theta d\varphi + O(1) . \]

It follows that the second integral in (6.39) diverges when \( \epsilon \) tends to zero. However, this is a rather harmless divergence from a Hamiltonian point of view, since this integral is independent of the dynamical variables \( g^{\beta\gamma} \) and \( p^\lambda_{\mu\nu} \). The corresponding divergence corresponds to a drastically bad choice of the zero point of energy, and is gotten rid of by subtracting the second integral from the formula for the Hamiltonian on \( \mathcal{F}^c \).

Let us turn our attention now to the first integral in (6.39):
\[
H_{\text{volume}}^{\text{normalised}}(X, \mathcal{F}^c) := - \int_{\mathcal{F}^c} (\Delta g^{\beta\gamma} X^\mu_{;\beta\gamma} - \Delta g^{\beta\mu} X^\kappa_{;\beta\kappa}) dS_\mu 
= - \int_{\mathcal{F}^c} \Delta g^{AB} X^\mu_{;AB} dS_\mu + O(1) .
\]

The dangerous terms above, \( X^\mu_{;AB} = (X^\mu_{;A})_B + B^\mu_{AB} X^\lambda_{;A} - B^\lambda_{AB} X^\mu_{;\lambda} , \) have the following components:
\[
X^0_{;AB} = \lambda^{\parallel AB} - \frac{1}{2} \hat{h}_{AB} \Delta_2 \lambda , \]
\[
X^3_{;AB} = -\frac{1}{2} x^2 \left[ (\Delta_2 \lambda)^{\parallel AB} + \hat{h}_{AB} \Delta_2 \lambda \right] , \]
\[
X^c_{;AB} = x \left[ \lambda^{CAB} + \delta_C^{AB} \lambda^{\parallel AB} + (\Delta_2 \lambda)^{\parallel AB} \delta_C^{AB} \right] .
\]

It follows that
\[
\Delta g^{AB} X^0_{;AB} = \frac{\sin \theta}{16 \pi x} \lambda^{AB} \left( \frac{1}{2} \hat{h}_{AB} \Delta_2 \lambda - \lambda^{\parallel AB} \right) + O(1) ,
\]
and
\[
H_{\text{volume}}^{\text{normalised}}(X, \mathcal{F}^c) = \int_{\mathcal{F}^c} \frac{\sin \theta}{16 \pi x} \lambda^{AB} \left( \lambda^{\parallel AB} - \frac{1}{2} \hat{h}_{AB} \Delta_2 \lambda \right) + O(1) .
\]

Equation (6.38) gives
\[
H_{\text{volume}}^{\text{normalised}}(X, \mathcal{F}^c) - F(X, \mathcal{F}^c) = O(1) .
\]

In conclusion, we have a well defined variational formula.
\[-\delta \tilde{H}(X, S) = \int_S \left( \mathcal{L}_X p^\lambda_{\mu\nu} \delta g^{\mu\nu} - \mathcal{L}_X \delta g^{\mu\nu} \delta p^\lambda_{\mu\nu} \right) dS \lambda + \int_{\partial S} X^{[\mu} p^\nu_{\alpha\beta} \delta \bar{g}^{\alpha\beta} dS_{\mu\nu}, \quad (6.40)\]

with

\[\tilde{H}(X, S) \equiv \lim_{\epsilon \to 0} (H_{\text{normalised boundary}} + H_{\text{normalised volume}} - F)(X, S^\epsilon) \quad (6.41)\]

\[-\delta \tilde{H}(X, S) = \int_S \left\{ \delta g^{\beta\lambda} X^\kappa_{;\beta\kappa} - \delta g^{\beta\gamma} X^\lambda_{;\beta\gamma} - \frac{\sqrt{\det b}}{16\pi} \left( b^{\mu\nu} X^\kappa_{;\mu\nu} - 2 X^{(\mu;\nu)} p^\lambda_{\mu\nu} \right) \right\} dS \lambda + \int_{\beta, \lambda} \left[ \left( 2 g^{\mu[\nu} p^\lambda_{\mu\sigma} - 2 \delta^{[\nu}_{\beta} p^\lambda_{\mu\sigma} g^{\mu\sigma} - \frac{2}{3} g^{[\nu} \delta_{\sigma} \delta^\lambda_{\beta} \right) X^\beta \right.
\left. - 2 \delta g^{\alpha[\nu} \delta^\lambda_{\beta]} X^\beta_{;\alpha} \right] dS_{\nu\lambda}. \quad (6.42)\]

In particular, it follows that supertranslations generate a Hamiltonian flow on phase spaces constructed in a manner analogous to that for energy.

### 6.3 The abstract Scri

So far we have introduced \( \mathcal{I}^+ \) as the set \( x = 0 \) in a Bondi coordinate system \( (u, r, \theta, \phi) \), with \( x = 1/r \). The Bondi coordinate systems differ from each other by Bondi-Metzner-Sachs (BMS) coordinate transformations: the Lorentz transformations, together with the translations and the supertranslations, discussed in Section 6.2. As a manifold \( \mathcal{I}^+ \) is just \( \mathbb{R} \times S^2 \); in the present section we want to equip \( \mathbb{R} \times S^2 \) with an abstract structure so that the BMS group arises in a natural way as its symmetry group, i.e., a group of transformations preserving this structure (compare [67, 105, 110]).

First, in the conformally completed manifold with metric \( x^2 g \), \( \mathcal{I}^+ \) is a collection of future-oriented, null geodesics — “light rays at infinity”. Each Bondi coordinate \( u \), together with the future-oriented vector \( \partial / \partial u \), when restricted to \( \mathcal{I}^+ \), can be used to define an affine structure and orientation on each of those geodesics. Thus, every Bondi coordinate system endows \( \mathcal{I}^+ \) with the structure of an affine fiber bundle \( \pi : \mathcal{I}^+ \to B \), where each fiber \( \pi^{-1}(b), b \in B \), is a one-dimensional, oriented affine manifold, with the base manifold \( B \) being diffeomorphic to \( S^2 \) (“sphere at infinity”). The BMS

\(^2\) The collection of coordinate transformations which preserve the Bondi-Sachs form of the metric is sometimes called the BMS group, even though of course there is no group structure involved because the corresponding coordinate systems are only defined locally, they cover different domains, and cannot therefore be composed with each other in general. However, it makes sense to talk about the BMS group as the remnant on \( \mathbb{R} \times S^2 \) of those coordinate transformations.
transformations preserve this fiber structure, as well as the affine structure and orientation of each fiber.

Now, the base manifold $B$ is not equipped with a metric structure, because the boost transformations of $\mathcal{I}^+$, generated by the restrictions to $\mathcal{I}^+$ of the vector fields (6.11), do not preserve the metric $\hat{h}_{AB}$, but lead to a conformal rescaling. Another way of seeing that is that the tensor field induced on $\mathcal{I}^+$ by the metric $x^2g$ is rescaled by a conformal factor under change of the Bondi coordinate system. However, these rescalings do not change the conformal structure induced on $B$ by the Bondi system. We conclude that $B$ is equipped with a well defined conformal structure, which we will denote by $\mathcal{C}$.

Consider two Bondi coordinate systems which differ by a boost transformation, the transition from one coordinate system to the other determines a conformal transformation $F$ from $S^2$ to itself. Treating the sphere as embedded in $\mathbb{R}^3$,

$$S^2 = \{ z \in \mathbb{R}^3 \mid (z^1)^2 + (z^2)^2 + (z^3)^2 = 1 \},$$

every boost transformation $z \rightarrow \bar{z} = F(z)$ may be written as follows:

$$\bar{z}^i = \frac{\sqrt{1 - \|v\|^2} z^i - v^i + \frac{v^i v_k \bar{z}^k}{1 + \sqrt{1 - \|v\|^2}}}{1 - v_k \bar{z}^k}, \quad (6.43)$$

for a certain vector $v = (v^i) \in \mathbb{R}^3$, with $\|v\| < 1$. (Physically, $v$ is the velocity of the second reference frame with respect to the first one.) The corresponding metric tensors $\tilde{h}_1$ and $\tilde{h}_2$, induced on $B$ by the Bondi coordinate systems, are proportional to each other,

$$\tilde{h}_2 = K^2 \tilde{h}_1, \quad (6.44)$$

where

$$K(z) := \frac{\sqrt{1 - \|v\|^2}}{1 - v_k \bar{z}^k} = \frac{1 + v_k \bar{z}^k}{\sqrt{1 - \|v\|^2}}. \quad (6.45)$$

Consequently, the two-dimensional volume density induced on $B$ by $\tilde{h}$, represented in local coordinates $x^A$ on $S^2$ by the odd form $\lambda = \sqrt{\det h} \, dx^1 \wedge dx^2$, transforms according to the rule

$$\lambda \rightarrow \bar{\lambda} = K^2 \lambda. \quad (6.46)$$

On the other hand, those BMS transformations which asymptote to this boost transformation when restricted to $B$, change the scale in each fiber of $\mathcal{I}^+$ according to the formula (see [25, 108])

$$u \rightarrow \bar{u} = K(u - \alpha). \quad (6.47)$$

In the Appendices C.5 and C.6 we give the transformation rules for objects of interest under the transformations (6.47).
We wish to find a geometric object which encodes the above synchronization between the transformation law (6.46) for the two-dimensional volume density in $B$ and the law (6.47) for the change of scale in the fibers. For this purpose consider the set of metric tensors in each fiber $\pi^{-1}(b)$ invariant with respect to affine translations. In Bondi coordinates on $\mathscr{I}^+$ every such tensor may be written as $\Gamma = \gamma (du)^2$, where $\gamma$ is a real number. The collection of all these tensors is a vector bundle over $B$, which we denote by $\mathcal{J}$. Its fibers are one-dimensional and may be parameterized by the variable $\gamma$. The transformation law (6.47) implies the following transformation law for elements of $\mathcal{J}$:

$$
\gamma (du)^2 = \gamma K^{-2} (d\bar{u})^2 = \bar{\gamma} (d\bar{u})^2,
$$
or, simply

$$
\bar{\gamma} = \gamma K^{-2}.
$$

Consequently, the three-dimensional volume density on $\mathcal{J}$,

$$
\rho := \hat{\lambda} \wedge d\gamma = \tilde{\lambda} \wedge d\bar{\gamma} = \bar{\rho},
$$
remains invariant under boost transformations. Here $\hat{\lambda}$, respectively $\tilde{\lambda}$, denotes the lift of $\lambda$, respectively of $\bar{\lambda}$, to $\mathcal{J}$. If we consider the set of metrics $\gamma du^2$ as a subset of the set of two-covariant tensors in each fiber $\pi^{-1}(b)$ invariant with respect to affine translations, then the vector structure of this last set implies the existence of a natural translation operation there. We note that the volume form $\rho$ above is invariant under those translations; we shall say that it is *compatible with the vector structure of the fibers*. This is of course a slight abuse of terminology, since there is no vector structure on the fibers of $\mathcal{J}$ as such.

We are ready now to define the abstract Scri space $\mathcal{I}^+$, as being the structure $\left(\mathcal{I}^+, \pi, B, \mathcal{C}, \rho \right)$, where $\left(\mathcal{I}^+, \pi, B \right)$ is an affine bundle over $B$ with one-dimensional oriented fibers, $\mathcal{C}$ is a conformal structure in $B$, and $\rho$ is a volume density in $\mathcal{J}$, compatible with the vector structure of the fibers. We also assume that $B$ is diffeomorphic to $S^2$.

So far we have shown how to obtain the abstract Scri structure starting from Bondi coordinates; let us show now how to obtain Bondi coordinate systems on $\mathcal{I}^+$, using the abstract structure $\left(\mathcal{I}^+, \pi, B, \mathcal{C}, \rho \right)$. In order to do this, consider $(S^2, h)$ equipped with the standard (unit, round) metric $\bar{h}$; a *standard parameterization* of $(B, \mathcal{C})$ by $(S^2, \bar{h})$ is a diffeomorphism

$$
R : B \to S^2,
$$
such that the pull-back metric $R^*\bar{h}$ on $B$ is compatible with the conformal structure of $B$. (It follows from the uniformization theorem that the set of standard parameterizations is not empty.) Each such parameterization will be called a *reference frame on $B$*. The volume form $\rho$ on $\mathcal{J}$, compatible with the vector structure of the fibers, is precisely what we need to reconstruct
6.4 Lorentz charges

Consider a hyperboloidal hypersurface $\mathcal{S}$, and choose a Bondi coordinate system so that $\partial \mathcal{S}$ is given by the equation

$$\partial \mathcal{S} = \{u = 0\} \subset \mathcal{I}.\quad (6.51)$$

This can always be achieved by performing a translation or supertranslation. Let $X$ be a vector field satisfying the requirements spelled out at the beginning of Section 6.1; the integrand of the boundary term in the variational formula (5.27) takes then the form

$$16\pi \left( X^0 \rho^\mu_\nu \delta g^\nu_\mu - X^3 \rho^0_\mu_\nu \delta g^\mu_\nu \right) = - \frac{1}{2} \sin \theta \left[ x^{-1} X^2 \chi_{AB} + X^0 \partial_u \chi_{AB} \right] \delta \chi^{AB}\quad (6.52)$$

where, as before, $x^{-1} X^2$ at $x = 0$ is understood by a limiting process. Now, the boundary $\partial \mathcal{S}$ of every hyperboloidal hypersurface $\mathcal{S}$ singles out a preferred set of BMS generators by the requirement that $X$ be tangent to $\partial \mathcal{S} \subset \mathcal{I}$. Recall that every generator of the BMS group is of the form
Hamiltonians associated with the BMS group

\[ X = X_{\text{boost}} + X_{\text{rot}} + X_{\text{supertr}}, \]

cf. Equations (6.10), (6.11) and (6.28); here translations are understood as a special case of supertranslations. It follows from (6.51) and (6.28) that \( X \)'s tangent to \( \partial \mathcal{S} \) have no supertranslation component, so that the variational formula (5.21) reads

\[
- \delta H(X, \mathcal{S}) = \int_{\mathcal{S}} \left( \mathcal{L}_X p^{\mu \nu} \delta g_{\mu \nu} - \mathcal{L}_X g^{\mu \nu} \delta p_{\mu \nu} \right) dS_\lambda + \frac{1}{32\pi} \int_{S^2} \sin \theta x^{-1} X^x \chi_{AB} \delta \chi_{AB} d\theta d\varphi.
\]

This formula contains the required \( \dot{p} dq - \dot{q} dp \) term, together with the undesirable, non-Hamiltonian, boundary term which does not vanish in general unless \( \lim_{x \to 0} x^{-1} X^x \) does. This problem is easily cured by replacing \( H \) with

\[
\hat{H}_L(X, \mathcal{S}) = H(X, \mathcal{S}) + \frac{1}{64\pi} \int_{S^2} \sin \theta x^{-1} X^x \chi_{AB} \chi_{AB} d\theta d\varphi,
\]

so that we obtain

\[
- \delta \hat{H}_L(X, \mathcal{S}) = \int_{\mathcal{S}} \left( \mathcal{L}_X p^{\mu \nu} \delta g_{\mu \nu} - \mathcal{L}_X g^{\mu \nu} \delta p_{\mu \nu} \right) dS_\lambda.
\]

We emphasize that the convergence of all the objects at hand has already been established in the previous sections. Equation (6.55) shows that if one considers only those vector fields \( X \) which are tangent to \( \partial \mathcal{S} \), then the complications related to the inclusion in the phase spaces of the \( \text{c data} \) on \( \mathcal{S} \) can be avoided. In fact, it is sufficient to consider the usual phase space \( (\gamma, \pi) \) of fields on \( \mathcal{S} \) such that the associated conformal data \( (\tilde{\gamma}, \omega, (\tilde{\pi}, \tilde{\omega})) \) satisfy the requirements spelled out in Section 5.7. It follows from Equation (6.55) that the \( \hat{H}_L(X, \mathcal{S}) \)'s are Hamiltonians on this space.

For \( \tau \geq -1 \) let the hypersurfaces \( \mathcal{S}_\tau \) be as in Section 5.7; Equation (6.55) further shows that the \( \hat{H}_L \)'s are Hamiltonians on the phase space \( \mathcal{P}_{[-1,0]} \) of that section, and on the phase space \( \mathcal{P}_{[-1,0]} \) of Section 5.8, for rotations, as well as for those boosts which are tangent to \( \partial \mathcal{S}_{-1} \); indeed, from what has been said one easily finds that for all \( \tau^* \geq -1 \) we have

\[
- \delta \hat{H}_L(X, \mathcal{S}_{-1}) = \int_{\mathcal{S}_{-1}} \left( \mathcal{L}_X p^{\mu \nu} \delta g_{\mu \nu} - \mathcal{L}_X g^{\mu \nu} \delta p_{\mu \nu} \right) dS_\lambda + \int_{-1}^{\tau^*} d\tau \int_{S^2} \left( \frac{\partial \mathcal{L}_X \chi_{AB}}{\partial u} \delta \chi_{AB} - \mathcal{L}_X \chi_{AB} \delta \chi_{AB} \right) \frac{\sin \theta}{32\pi} d\theta d\varphi.
\]

compare Equation (5.128).

So far the vector fields \( X \) in (6.54) were Killing vector fields of the background in the asymptotic region; if they are so globally, then the Hamiltonians \( \hat{H}_L(X, \mathcal{S}) \) coincide with the \( H_L(X, \mathcal{S}) \)'s defined as
6.5 A Hamiltonian definition of angular momentum of sections of $\mathcal{I}$

\[ H_L(X, \mathcal{I}) = H_{\text{boundary}}(X, \mathcal{I}) + \frac{1}{64\pi} \int_{S^2} \sin \theta x^{-1} X^x \chi_{AB} \chi^{AB} d\theta d\varphi. \]  

(6.57)

The $H_L$'s provide Hamiltonians for ADM-type variational formulae: From (5.43) and (5.121) one similarly obtains, for $X$'s tangent to $\partial \mathcal{I}$:

\[ -\delta H_L(X, \mathcal{I}) = \frac{1}{16\pi} \int_{\Sigma} (\dot{\pi}^{kl} \delta \gamma_{kl} - \dot{\gamma}_{kl} \delta \pi^{kl}) d^3x. \]  

(6.58)

Equation (6.58) and the associated Hamiltonians (6.57) seem to have a more fundamental character than (6.55) and (6.54), because no background is explicitly needed in the right-hand-side of (6.58); we shall therefore use $H_L$ rather than $\hat{H}_L$ in our proposal below how to define the global Lorentz charges of cuts of $\mathcal{I}^+$.

6.5 A Hamiltonian definition of angular momentum of sections of $\mathcal{I}$

In this section we wish to present a method to handle the “angular momentum ambiguities”. In our context this problem can be formulated as follows: in order to calculate the Hamiltonians in the formalism presented above one needs to prescribe: 1) some background metric $b$, and 2) a vector field $X$. The asymptotic conditions imposed single out a preferred family of $X$’s: the BMS Lie algebra. By definition, this is the Lie algebra of boosts, rotations, translations and supertranslations. Setting aside the question of choice of the background metric, there is no known geometric way to distinguish between two BMS vector fields which both asymptote to the same rotation, or the same boost; in other words, there is no known geometric way of singling out the boost and rotation generators in the BMS algebra. Therefore there is no unique way of deciding, which vector field $X$ should be used in the integrals (6.54) or (6.57) when attempting to define the Lorentz group charges — that is, the angular momentum and boost charges.

A way out of this problem is suggested by the results of Section 6.4, using the fact that in a Hamiltonian framework one assigns global Lorentz group charges to a hypersurface $\mathcal{I}$. Let then a hypersurface $\mathcal{I}$ be given, and suppose that $\mathcal{I}$ intersects $\mathcal{I}^+$ transversally at a smooth section $S = \partial \mathcal{I} = \mathcal{I} \cap \mathcal{I}^+$. Such a section singles out a six parameter family of Bondi coordinate systems, by the requirement that in the chosen Bondi coordinates we have $S = \{ u = 0 \}$. Now, every such coordinate system defines a flat background metric $b$ in a neighbourhood of $S$ via Equation (5.96). The resulting metrics are independent of the Bondi coordinate system chosen, within the six parameter freedom available, as those coordinate systems differ from each other by a Lorentz transformation. We can thus define a unique six parameter family of BMS generators which are singled out by the requirement that they
are tangent to \( S \), and that they are Killing vector fields of the background metric \( b \). This is similar to the approach in Section 6.4; however, here we emphasize the fact that \( \partial S \) defines a naturally preferred background \( b \).

The above singling out of the vector fields \( X \) appears to be quite natural from a symplectic point of view, because — as shown in detail in Section 6.4 — for vector fields which are tangent to \( \partial S \) the boundary integral in the variational formula \( (6.55) \) (which is equivalent to the more usual Arnowitt-Deser-Misner (ADM) type formula \( (6.58) \)) vanishes. This isn’t true for the remaining BMS generators in general. One is thus tempted to use Equation \( (6.57) \) with the above constructed background metric and vector fields to define the relevant global Lorentz charges. From \( (6.14) \) one obtains with some work [83, pp. 715 and 728]

\[
16\pi \int_{S+} W \left. \frac{\partial \mathcal{F}}{\partial u} \right|_{\mathcal{F} +} \, d\theta \, d\varphi = -6 \int_{S} \tilde{N}_A X^A \sin \theta \, d\theta \, d\varphi , \tag{6.59}
\]

where

\[
\tilde{N}_A := N_A + \frac{1}{12} \chi_{AB} \chi_{BC} |_{|C} , \tag{6.60}
\]

hence

\[
H_L(X, \mathcal{F}) = -\frac{1}{64\pi} \int_{S} \left( 24\tilde{N}_A X^A \bigg|_{x=0} + \chi_{AB} \chi_{AB} \frac{\partial X^A}{\partial x} \bigg|_{x=0} \right) \sin \theta \, d\theta \, d\varphi . \tag{6.61}
\]

Formula \( (6.61) \) is our proposal how to assign global Lorentz charges to hyperboloidal hypersurfaces. We emphasize that the background \( b \) used above to calculate \( N_A \), as well as \( \chi_{AB} \), is uniquely defined by the metric \( g \) and the section \( \partial S \) of \( \mathcal{F} \), and that the vector fields \( X \) in \( (6.61) \) should belong to the six dimensional vector space of BMS generators uniquely singled out by \( \partial S \).

It is of interest to apply our proposal to the Kerr metric. Inserting Equation \( (C.129) \) of Appendix C.7 in the explicit formulae \( (6.120)-(6.121) \) for \( H_L \), derived below, gives the expected answer for the Lorentz charges of sections \( u = \text{const} \) of \( \mathcal{F}^+ \), where \( u \) is a Bondi coordinate system asymptotic to the Eddington-Finkelstein one. The reader is referred to Section 6.7 below for the calculation of the Lorentz charges on other sections of \( \mathcal{F}^+ \) for general stationary space-times, which applies in particular to the Kerr metric.

One would expect the correct definition of Lorentz group charges to produce zero value on any section of \( \mathcal{F}^+ \) for Minkowski space-time. Now, in Minkowski space-time, for general sections of \( \mathcal{F}^+ \) the background metric so obtained will be related to the standard one by a non-trivial supertranslation. Let the section \( S \) of \( \mathcal{F}^+ \) be given by the equation \( \{ u = \lambda \} \) in a standard Minkowskian coordinate system, and let \( \hat{N}^A \) be the function \( (6.60) \) for the Minkowski metric in a Bondi coordinate system, which differs from the standard Minkowskian one by the coordinate transformation \( (C.107)-(C.109) \); from the definition \( (6.60) \), the transformation formula \( (C.117) \) of Appendix C.5, and the identity

\[
\hat{N}^A := N^A + \frac{1}{12} \chi^{AB} \chi^{BC} |_{|C} .
\]


6.5 A Hamiltonian definition of angular momentum of sections of $\mathcal{I}$

\[ \lambda_{||AB} = (\Delta_2 \lambda)_{||A} + \lambda_{||A} , \]  

(6.62)

one finds

\[ \tilde{N}^A = \frac{1}{12} \left( 2\lambda_{||AB} - \delta_B^A \Delta_2 \lambda \right) [ (\Delta_2 + 2) \lambda ]_{||B} . \]  

(6.63)

Let, first, $X$ be a rotational Killing vector field, Equation (6.10) at $x = 0$ gives

\[ X^A = \epsilon^{AB} \partial_B v , \quad \frac{\partial X^x}{\partial x} = 0 , \]  

(6.64)

thus only the $\tilde{N}_A$ term matters in this case. Inserting (6.63)-(6.64) into (6.59), after some straightforward rearrangements and integrations by parts one has

\[ 12 \int_{S^2} \tilde{N}_A \epsilon^{AB} v_{||B} = \int_{S^2} \left( 2\lambda_{||AB} - \bar{h}_{AB} \Delta_2 \lambda \right) [ (\Delta_2 + 2) \lambda ]_{||B} \epsilon^{AC} v_{||C} \]

\[ = -2 \int_{S^2} \lambda_{||AB} [ (\Delta_2 + 2) \lambda ] \epsilon^{AC} v_{||C} \]  

(6.65)

\[ -2 \int_{S^2} \lambda_{||AB} [ (\Delta_2 + 2) \lambda ] \epsilon^{AC} v_{||C} \]  

(6.66)

\[ - \int_{S^2} (\Delta_2 + 2) \lambda [ (\Delta_2 + 2) \lambda ]_{||A} \epsilon^{AC} v_{||C} \]  

(6.67)

\[ -2 \int_{S^2} \lambda_{||A} [ (\Delta_2 + 2) \lambda ] \epsilon^{AC} v_{||C} . \]  

(6.68)

Now, $v$ is a linear combination of the $\ell = 1$ spherical harmonics and therefore satisfies the identity

\[ v_{||AB} = -\bar{h}_{AB} v , \]  

(6.69)

hence

\[ \lambda_{||AB} \epsilon^{AC} v_{||C} = -v \lambda_{||AB} \epsilon^{AB} = 0 , \]

so that the term (6.66) vanishes. The term (6.67) gives no contribution either because

\[ \int_{S^2} (\Delta_2 + 2) \lambda [ (\Delta_2 + 2) \lambda ]_{||A} \epsilon^{AC} v_{||C} = \frac{1}{2} \int_{S^2} [ (\Delta_2 + 2) \lambda ]_{||A} \epsilon^{AC} v_{||C} \]

\[ = -\frac{1}{2} \int_{S^2} [ (\Delta_2 + 2) \lambda ]_{||A} \epsilon^{AC} v_{||C} = 0 , \]  

(6.70)

and so we are left with the sum of the first and last terms (6.65) and (6.68):

\[ 2 \int_{S^2} [ \lambda_{||AB} + \lambda_{||A} ] [ (\Delta_2 + 2) \lambda ] \epsilon^{AC} v_{||C} = \int_{S^2} [ (\Delta_2 + 2) \lambda ]_{||A} \epsilon^{AC} v_{||C} = 0 . \]

Here we have used (6.62) together with (6.70). Now, Equation (C.123) shows that $N^A = 0$, hence $N^A = \tilde{N}^A$, and finally

\[ H_L (\epsilon^{AB} \partial_B v, \mathcal{J}) = -\frac{3}{8\pi} \int_{S^2} \tilde{N}_A \epsilon^{AB} v_{||B} \sin \theta \, d\theta \, d\varphi = 0 , \]  

(6.71)
as desired. Consider, next, boost vector fields; Equation (6.11) at \( x = 0 \) gives
\[
X^A = \ddot{h}^{AB} \partial_B v, \quad \frac{\partial X^x}{\partial x} = -v .
\] (6.72)

The first integral in (6.61) can then be manipulated as follows:
\[
12 \int_{S^2} \dddot{N}_A \dddot{h}^{AB} \partial_B v = \int_{S^2} \left( 2\lambda ||AB - \dddot{h}^{AB} \Delta_2 \lambda \right) [(\Delta_2 + 2)\lambda] ||B v ||A
\]
\[
= -2 \int_{S^2} \lambda ||AB [(\Delta_2 + 2)\lambda] v ||A - 2 \int_{S^2} \lambda ||AB [(\Delta_2 + 2)\lambda] v ||AB
\]
\[
- \int_{S^2} \Delta_2 \lambda [(\Delta_2 + 2)\lambda] ||A v ||A ;
\] (6.73)

an integration by parts has been performed. Equation (6.69) leads to
\[
\lambda ||AB v ||AB = -v \Delta_2 \lambda .
\]

This, the commutation identity
\[
\lambda ||AB = (\Delta_2 \lambda) ||A + \lambda ||A ,
\]

some rearrangements and integrations by parts allow us to rewrite (6.73) as follows:
\[
\int_{S^2} \left( 2\lambda ||AB - \dddot{h}^{AB} \Delta_2 \lambda \right) [(\Delta_2 + 2)\lambda] ||B v ||A
\]
\[
= - \int_{S^2} [(\Delta_2 + 2)\lambda] ||A [(\Delta_2 + 2)\lambda] v ||A
\]
\[
+ 2 \int_{S^2} \Delta_2 \lambda [(\Delta_2 + 2)\lambda] v - \int_{S^2} \Delta_2 \lambda (\Delta_2 + 2)\lambda ||A v ||A
\]
\[
= - \frac{1}{2} \int_{S^2} [(\Delta_2 + 2)\lambda]^2 ||A v ||A + \int_{S^2} \Delta_2 \lambda [(\Delta_2 + 2)\lambda] (\Delta_2 + 2)v
\]
\[
= \frac{1}{2} \int_{S^2} [(\Delta_2 + 2)\lambda]^2 \Delta_2 v ,
\] (6.74)

in the last step we have used the fact that \((\Delta_2 + 2)v = 0\). We thus have
\[
\int_{S^2} \dddot{N}_A v ||A \sin \theta d\theta d\phi = -\frac{1}{12} \int_{S^2} [(\Delta_2 + 2)\lambda]^2 v \sin \theta d\theta d\phi .
\] (6.75)

Very similar manipulations show that the \( \partial X^x / \partial x \) term cancels precisely the contribution (6.75) from the \( X^A \) terms leading again to a vanishing value of \( H_L(X, \mathcal{Y}) \), for all hyperboloidal hypersurfaces in Minkowski space-time, and for all \( X \)'s chosen as prescribed above; the details proceed as follows: First, a few integrations by parts lead to the identity
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\[ \int_{S^2} \lambda_1^{||A||A} \Delta_2 \lambda = - \frac{1}{2} \int_{S^2} \lambda_1^{||AB||B} + \int_{S^2} v \lambda^{||A||A} \]

Next,

\[ \int_{S^2} v \lambda^{||AB||A} = - \int_{S^2} (v \lambda^{||AB||A})^{||B||A} \]

In passing from (6.77) to (6.78) an integration by parts on the first term has been performed; the third term in (6.79) arises from the last one in (6.78); the second and fourth term in (6.79) vanish by (6.76). Further,

\[ \int_{S^2} v \lambda^{||A||A} = - \frac{1}{2} \int_{S^2} v \lambda (\Delta_2 + 1) \lambda \]

in the last step, Equation (6.69) has been used. Equations (6.80)-(6.81) lead to

\[ \int_{S^2} v \lambda^{AB} = 4 \int_{S^2} v \lambda^{||AB||A} - 2 \int_{S^2} v (\Delta_2 \lambda)^2 \]
Hamiltonians associated with the BMS group

\[ 2 \int_{S^2} v \left[ (\Delta_2 \lambda)^2 - 4 \lambda \bar{\chi}^A \bar{\chi}^A \right] \]

\[ = 2 \int_{S^2} v \left[ (\Delta_2 \lambda)^2 + 4 \lambda (\Delta_2 + 1) \lambda \right] \]

\[ = 2 \int_{S^2} v \left[ (\Delta_2 + 2) \lambda \right]^2 , \]

and finally

\[ - \frac{1}{4} \int_{S^2} \chi_{AB} \chi^{AB} \frac{\partial X^x}{\partial x} \bigg|_{x=0} \sin \theta \, d\theta \, d\varphi = \frac{1}{4} \int_{S^2} v \chi_{AB} \chi^{AB} \sin \theta \, d\theta \, d\varphi \]

\[ = \frac{1}{2} \int_{S^2} v \left[ (\Delta_2 + 2) \lambda \right]^2 \sin \theta \, d\theta \, d\varphi . \] (6.83)

Equations (6.61), (6.75) and (6.83) prove the desired vanishing of the boost charges.

In the next section we show that the Lorentz charges so defined have all the properties one might expect for sections of \( I_+ \) in Schwarzschild space-time.

For alternative approaches to the definition of angular momentum at null infinity and their problems, see [13, 29, 55, 115, 124] and references therein.

6.6 An example: Schwarzschild space-time

It is of interest to apply our definition of Lorentz charges to sections of Scri in the Schwarzschild space-time. The outgoing Eddington-Finkelstein coordinates [99, p. 830] provide us with a natural Bondi coordinate system

\[ g_{\mu\nu} dx^\mu dx^\nu \equiv -(1 - \frac{2m}{r}) du^2 - 2 du \, dr + r^2 \bar{h}_{AB} dx^A dx^B \]

\[ = -(1 - 2mx) du^2 + 2x^{-2} du \, dx + x^{-2} \bar{\gamma}_{AB} dx^A dx^B , \] (6.84)

so that the associated Bondi functions take the simple form

\[ M = m , \quad \chi_{AB} = 0 , \quad N^A = 0 . \] (6.85)

Let a section \( S \) of \( \mathcal{I}_+ := \{ x = 0 \} \) be given by the equation

\[ u = \alpha(\theta, \varphi) , \]

for some smooth function \( \alpha \). Let the new Bondi coordinate \( \tilde{u} \) be obtained from \( u \) by a translation or a supertranslation,

\[ \tilde{u} \bigg|_{x=0} = u - \alpha ; \] (6.86)

using the formulae of Appendix C.5 one finds
\[ \mathcal{M} = m, \quad \bar{\chi}_{AB} = -2\alpha_{||AB} + \bar{h}_{AB} \Delta_2 \alpha, \quad \bar{N}_A = -m \alpha_{,A}. \] (6.87)

Equation (6.18) gives the expected formula
\[ p^0 = m, \quad p^i = 0. \] (6.88)

Recall that rest frames are usually defined by the condition \( p^i = 0 \); Equation (6.88) shows that the Bondi coordinates determined by the Eddington-Finkelstein outgoing coordinates, as well as those related to them by (6.86), correspond to an asymptotic rest frame for the Schwarzschild space-time, as expected.

Now, \( \bar{\chi}_{AB} \) in (6.87) has exactly the same form as the corresponding object in Minkowski space-time, so that the calculation just done in the Minkowski case gives the identity
\[ \int_{S^2} \left( 2\bar{\chi}_{AB} \chi^{BC} \varepsilon_C X_A |_{x=0} + \bar{\chi}_{AB} \chi^{AB} \frac{\partial X^2}{\partial x} |_{x=0} \right) \sin \theta \, d\theta \, d\varphi = 0 \] (6.89)

Equations (6.60) and (6.61) then give
\[ H_L(X, S) = \frac{3m}{8\pi} \int_{S^2} X^A \alpha_{||A} \sin \theta \, d\theta \, d\varphi \]
\[ = -\frac{3m}{8\pi} \int_{S^2} X^A \bar{\alpha} \sin \theta \, d\theta \, d\varphi. \] (6.90)

Here \( \mathcal{S} \) is any hypersurface in space-time such that
\[ \partial \mathcal{S} \cap \mathcal{S}^+ = S. \]

For rotational Killing vectors (6.72) we have \( X^A_{||A} = 0 \), and Equation (6.90) shows that our proposed Hamiltonian angular momentum vanishes for all cuts of \( \mathcal{S}^+ \) of the Schwarzschild space-time, in the reference frame determined by the Eddington-Finkelstein outgoing coordinates.

Consider, next boost generators; we have \( X^A_{\text{boost}} = v^A_{\text{boost}} \), where \( v_{\text{boost}} \) is a linear combination of \( \ell = 1 \) spherical harmonics, and from (6.90) we obtain
\[ H_L(X_{\text{boost}}, \mathcal{S}) = \frac{3m}{8\pi} \int_{S^2} (\Delta_2 v_{\text{boost}}) \alpha \sin \theta \, d\theta \, d\varphi \]
\[ = \frac{3m}{4\pi} \int_{S^2} v_{\text{boost}} \alpha \sin \theta \, d\theta \, d\varphi. \] (6.91)

where we have used \((\Delta_2 + 2)v_{\text{boost}} = 0\). It follows that all the Hamiltonian Lorentz charges (6.57) of a cut \( S \) vanish if and only if \( v \) has vanishing \( \ell = 1 \) coefficients in a spherical harmonics expansion. This result has the following natural interpretation: Consider a relativistic field theory in Minkowski space-time with canonical energy-momentum tensor \( T_{\mu\nu} \), so that
where the minus sign originates\(^3\) from our signature \((-++,++)\). Let \(L^{\mu\nu}\) be the usual global Lorentz charges given by
\[
L^{\mu\nu} = - \int_{t=0} \left( x^\mu T^\nu - x^\nu T^\mu \right) d^3x ;
\]
equivalently
\[
\frac{1}{2} L^{\mu\nu} J_{\mu\nu} = - \int_{t=0} T^\mu X_\mu d^3x ,
\]
with
\[
X \equiv X(J) := J_\mu^\nu x^\mu \partial_\nu ,
\]
where \(J_{\mu\nu}\) is an arbitrary anti-symmetric matrix with constant coefficients.

It follows that under a Minkowskian translation
\[
x^\mu \rightarrow \bar{x}^\mu = x^\mu + a^\mu ,
\]
where the \(a^\mu\)'s are constants, the \(L^{\mu\nu}\)'s transform as
\[
L^{\mu\nu} \rightarrow \bar{L}^{\mu\nu} = L^{\mu\nu} + a^\mu p^\nu - a^\nu p^\mu .
\]
Now, a Minkowskian translation corresponds to a BMS generator with \(\alpha\) given by
\[
\alpha = a^0 - a^i n^i ,
\]
cf. Equations (6.9) and (6.16), which is a linear combination of the \(\ell = 0\) and \(\ell = 1\) spherical harmonics. For \(X\)'s of the form (6.93) from (4.68) we obtain
\[
v_{\text{boost}} = J^0_k n^k
\]
so that
\[
H_L(X(J), \mathcal{F}) = \frac{3m}{4\pi} \int_{S^2} v_{\text{boost}} \alpha \sin \theta \, d\theta \, d\varphi
\]
\[
= -m J^0_k d^k = a^{[\mu} p^{\nu]} J_{\mu\nu} ,
\]
and we have used
\[
\frac{1}{4\pi} \int_{S^2} n^k n_l \sin \theta \, d\theta \, d\varphi = \frac{1}{3} \delta^k_l .
\]
This is identical with the transformation law (6.95).

Any \(\alpha\) in (6.86) can be decomposed as

\(^3\) In our conventions the canonical energy momentum tensor for a massless scalar field satisfies \(T^0_0 \geq 0\), and equals \textit{minus} the energy momentum tensor appearing as a source term in the Einstein equations minimally coupled to such a field.
$\alpha = \alpha_{\text{trans}} + \alpha_{\text{supertrans}}$, where $\alpha_{\text{supertrans}}$ has no $\ell = 0$ or $\ell = 1$ spherical harmonics; here we are momentarily suspending our convention that translations are a special case of supertranslations. Similarly the coordinate change (6.86) can be viewed as a composition of a first coordinate change in which $\alpha$ is replaced by $\alpha_{\text{trans}}$, followed by a second one with $\alpha$ replaced by $\alpha_{\text{supertrans}}$. The first transformation leads to sections of $\mathcal{J}^+$ with Lorentz charges given by (6.96); somewhat surprisingly, the second one does not change the value of those charges.

The global Lorentz charges with respect to moving frames — i.e., Bondi coordinates boosted with respect to the ones above — can be obtained using the transformation properties derived in Section 6.8 below.

6.7 An example: stationary space-times

The next example to which we apply our definition of global Lorentz charges is that of stationary space-times. Building upon the work of Beig and Simon [22], Damour and Schmidt [52] have derived the asymptotic form of the metric near $\mathcal{J}^+$ for stationary vacuum space-times: in the coordinate system of [52, Appendix] those metrics take the following form

$$g = -(A^2 + O(\tilde{r}^{-3}))\,d\tilde{u}^2 - 2(AB + O(\tilde{r}^{-3}))\,d\tilde{u}d\tilde{r} + 2\psi d\tilde{r}(d\tilde{u} + \frac{B}{A}d\tilde{r}) + O(\tilde{r}^{-2})\,d\tilde{v}^A + O(\tilde{r}^{-3})\,d\tilde{r}^2 + O(\tilde{r}^{-2})\,d\tilde{r}d\tilde{v}^A + B^2 \tilde{r}^2 \left( h_{AB} + O(\tilde{r}^{-3}) \right) d\tilde{v}^A d\tilde{v}^B,$$

(6.97)

with $\tilde{v}^A = (\tilde{\theta}, \tilde{\phi})$ — standard angular coordinates on a sphere. Here

$$A^2 = 1 - \frac{2m}{r} + \frac{2m^2}{r^2}, \quad B^2 = 1 + \frac{2m}{r} + \frac{3m^2}{2r^2}, \quad \psi = -\frac{2ma \sin^2 \tilde{\theta}}{\tilde{r}},$$

(6.98)

where $m$ and $a$ are constants. It follows that

$$g^{\tilde{r}\tilde{\theta}} = \frac{\psi^2}{r^2 \sin^2 \tilde{\theta}} + O(\tilde{r}^{-5}), \quad g^{\tilde{r}\tilde{\phi}} = -\frac{1}{AB} + O(\tilde{r}^{-3}), \quad g^{\tilde{r}A} = \frac{\psi}{r^2 \sin^2 \tilde{\theta}} + O(\tilde{r}^{-4}),$$

$$g^{\tilde{\theta}A} = O(\tilde{r}^{-4}), \quad g^{\tilde{\phi}A} = B^{-2} + O(\tilde{r}^{-3}), \quad g^{\tilde{\phi}A} = O(\tilde{r}^{-4}), \quad g^{\tilde{\theta}A} = O(\tilde{r}^{-4}),$$

$$g^{\tilde{\theta}\tilde{\phi}} = \frac{1}{B^2 \tilde{r}^2 \sin^2 \tilde{\theta}} + O(\tilde{r}^{-5}), \quad g^{\tilde{\phi}\tilde{\phi}} = O(\tilde{r}^{-5}), \quad g^{\tilde{\theta}\tilde{\theta}} = \frac{1}{B^2 \tilde{r}^2} + O(\tilde{r}^{-5}).$$

(6.99)

Using (6.97)-(6.99) it is simple to show that there exists a Bondi coordinate system $(u, r, \theta, \phi)$ such that

\footnote{A gap in the work of [52] has been recently filled by Dain [51].}
\[ u - \bar{u} = O(\tilde{\tau}^{-3}) \, , \quad r - B\tilde{r} = O(\tilde{\tau}^{-2}) \, , \quad \varphi - \bar{\varphi} = O(\tilde{\tau}^{-2}) \, , \quad \theta - \bar{\theta} = O(\tilde{\tau}^{-3}) \, , \] (6.100)

with the error terms behaving in the obvious way under differentiation. This leads immediately to

\[ \chi_{AB} = 0 \, , \quad M = m \, . \] (6.101)

To find \( N^A \) some more work is required. First, one finds the following asymptotic expansions

\[ u - \bar{u} = -\frac{2m^2a^2}{3\tilde{\tau}^3} + O(\tilde{\tau}^{-4}) \, , \] (6.102)
\[ \varphi - \bar{\varphi} = \frac{ma}{\tilde{\tau}^2} + O(\tilde{\tau}^{-3}) \, , \] (6.103)

The function \( N^A \) can now be obtained from the asymptotic expansion (5.99) for \( U^A \) together with the formula

\[ U^A = -e^{2\beta}g^A \] (compare Equation (C.7)). A straightforward calculation of \( g^A := g(dr, dv^A) \), using Equations (6.99)-(6.103), proves that the leading order behaviour of the associated Bondi functions is identical to that for the Kerr metric, as in Equation (C.129), Appendix C.7:

\[ \chi_{AB} = 0 = N^\theta \, , \quad M = m \, , \quad N^\varphi = ma \, . \] (6.104)

This result remains true for stationary space-times which are not vacuum, provided the energy momentum tensor falls off sufficiently fast. We can repeat step by step the analysis already done for the Schwarzschild metric in Section 6.6: Equation (6.87) becomes

\[ \bar{M} = m \, , \quad \bar{\chi}_{AB} = -2\alpha_{||AB} + \delta_{AB}\Delta_2\alpha \, , \quad \bar{N}_A = N_A - m\alpha_{,A} \, , \] (6.105)

so that (6.88) still holds:

\[ p^0 = m \, , \quad p^i = 0 \, . \] (6.106)

Equation (6.89) remains valid, while (6.90) is replaced by

\[ H_L(X, \mathcal{J}) = -\frac{3}{8\pi} \int_{S^2} X^A(N_A - m\alpha_{||A})\sin\theta d\theta d\varphi \]
\[ = -\frac{3}{8\pi} \int_{S^2} (X^A N_A + mX^A_{||A}\alpha)\sin\theta d\theta d\varphi \, . \] (6.107)

Here, as before, \( \mathcal{J} \) is any hypersurface in space-time such that

\[ \partial \mathcal{J} \cap \mathcal{J}^+ = S \, . \]

For rotational Killing vectors (6.72) we have \( X^A_{||A} = 0 \), and Equation (6.107) shows that our proposed Hamiltonian angular momentum does not depend
upon the cut of $\mathcal{I}^+$ for all stationary asymptotically vacuum space-times, in the reference frame determined by the Damour-Schmidt coordinates. (Recall that the splitting of Lorentz generators into rotations and boosts requires the choice of a reference frame.) From what has been said it follows that it takes the expected value on all cuts of $\mathcal{I}$ in Kerr space-time.

Consider, next boost generators, for which $X^{A_{\text{boost}}} = v^{||A}_{\text{boost}}$, where $v_{\text{boost}}$ is a linear combination of $\ell = 1$ spherical harmonics. From (6.107) we obtain

$$H_L(X^{\text{boost}}, \mathcal{I}) = -\frac{3}{8\pi} \int_{S^2} (v^{||A}_{\text{boost}} N_A + m \Delta_v v_{\text{boost}} \alpha) \sin \theta \, d\theta \, d\varphi$$

$$= \frac{3}{8\pi} \int_{S^2} v_{\text{boost}} (N^A_{||A} + 2m \alpha) \sin \theta \, d\theta \, d\varphi$$

$$= \frac{3m}{4\pi} \int_{S^2} v_{\text{boost}} \alpha \sin \theta \, d\theta \, d\varphi. \quad (6.108)$$

In the first step above we have used $(\Delta_v + 2)v_{\text{boost}} = 0$ in the last term, integrated by parts in the first term; in the second we have used the fact that $N^A_{||A} = ma \partial_\varphi$ given by (6.104) is a Killing vector on $S^2$, hence satisfies $N^A_{||A} = 0$. It follows that all the boost charges (6.57) — with the splitting into rotations and boosts determined by the Damour-Schmidt coordinate system — of a cut of $\mathcal{I}$ vanish if and only if $v$ has vanishing $\ell = 1$ coefficients in a spherical harmonics expansion. Equations (6.107)-(6.108) show that the discussion of the behaviour of the Lorentz charges under supertranslations is identical to the one for Schwarzschild space-time, in particular we recover equation (6.95) for translations, and we recover the fact that pure supertranslations do not change the numerical values of the global Lorentz charges.

### 6.8 Lorentz covariance of global charges

In this section we wish to analyse the behaviour, under Lorentz transformations, of the global charges associated with the Poincaré group. Throughout this section we will suppose that $X$ is a Killing vector of the background metric; what has been said so far shows that for such $X$’s the Hamiltonian $H(X, \mathcal{I})$ depends only upon $\partial \mathcal{I}$. For our purposes here it is convenient to change notation, and to write

$$H(X, \partial \mathcal{I}, g, b)$$

for $H(X, \mathcal{I})$, emphasising thus the dependence of the Hamiltonian upon the metric $g$ and the background metric $b$.

Let $\Psi : \mathcal{O} \to M$ be any smooth diffeomorphism defined on a neighbourhood $\mathcal{O}$ of $\partial S$, since our formula for the Hamiltonian $H(X, \mathcal{I})$ is diffeomorphism-invariant we have

$$H(\Psi X, \Psi(S), g, b) = H(X, S, \Psi^* g, \Psi^* b), \quad (6.109)$$
where $\Psi^*$ is the pull-back, and $\Psi_*$ is the push-forward map. If one thinks of $\Psi$ as a change of coordinates,

$$\bar{y}^\mu = \Psi^\mu(y') ,$$

and $\Psi_*X, g, b$ are given in the barred coordinate system $\bar{y}^\mu$, then $X, \Psi^*g, \Psi^*b$ can be thought of as the same objects $\Psi_*X, g, b$ expressed in the unbarred coordinates $y^\nu$.

Consider, now, the flat background metric

$$b = -du^2 + 2dudr + r^2 \left( (d\theta)^2 + \sin^2 \theta (d\phi)^2 \right) ;$$

$b$ can be written in the standard Minkowskian form $\text{diag}(-1, +1, +1, +1)$ by setting

$$t = u + r ,
\quad y^1 = r \sin \theta \cos \phi ,
\quad y^2 = r \sin \theta \sin \phi ,
\quad y^3 = r \cos \theta .$$

(6.110)

Let $\Psi(A)$ be a boost transformation,

$$\bar{y}^\mu = A^\mu_\nu y^\nu ,$$

associated with the Lorentz matrix

$$A^0_0 = \frac{1}{\sqrt{1-\|v\|^2}} ,
A^0_1 = -\frac{v^1}{\sqrt{1-\|v\|^2}} ,
A^i_0 = -\frac{v^i}{\sqrt{1-\|v\|^2}} ,
A^j_\ell = \delta^j_\ell + \frac{v^i v^j}{1-\|v\|^2 (1+\sqrt{1-\|v\|^2})} .$$

(6.111)

If $(\bar{u}, \bar{r}, \bar{\theta}, \bar{\phi})$ are the Bondi coordinates associated with the barred Minkowskian coordinates $\bar{y}^\nu$, one easily checks that

$$\bar{u}\big|_{x=0} = Ku\big|_{x=0} ,$$

(6.112)

with $K$ as in Equation (6.45),

$$K(n) := \frac{1}{1 - \|v\|^2} - \frac{1 + v_k n^k}{\sqrt{1 - \|v\|^2}} ,
\quad S^2 \ni n = (n^i) ,
\quad \sum (n^i)^2 = 1 .$$

(6.113)

Let a cut $S$ of $\mathcal{I}^+$ be given by the equation

$$S = \{u = 0\} \subset \mathcal{I}^+ ,$$

since $\Psi(A)$ is an isometry of $b$ we have $\Psi(A)_* b = b$; further $\Psi(A)(S) = S$ by (6.111), and (6.109) reads

$$H(\Psi(A)_* X, S, g, b) = H(X, S, \Psi(A)^* g, b) .$$

(6.114)

Let, first $X = a$ be a translation,
\[ a = a^\mu \partial_\mu , \]

where the \( a^\mu \)'s are constants in the Minkowskian coordinates (6.110). Then

\[ \bar{a} := \Psi(A)_\ast X = A^\mu \nu a^\nu \partial_\mu , \]

and Equation (6.114) together with the definition (6.18) of \( p^\mu \) gives

\[ \bar{p}^\mu \partial_\mu = p^\mu a_\mu , \]

which shows that \( p^\mu \) transforms as a Lorentz vector under boosts, as desired.

It is instructive to obtain this result directly; from (C.126) and from the formulae for the behaviour of the Bondi functions under boosts of Appendix C.6 we have:

\[
\begin{align*}
\bar{p}^0 &= \frac{1}{4\pi} \int_{u=0} \bar{M} \lambda d^2 x = \frac{1}{4\pi} \int_{u=0} \frac{\lambda M}{K} d^2 x \\
&= \frac{1}{4\pi} \int_{u=0} M \frac{1 - v_k z^k}{\sqrt{1 - \|v\|^2}} d^2 x \\
&= \frac{\bar{p}^0}{\sqrt{1 - \|v\|^2}} - \frac{v_k p^k}{\sqrt{1 - \|v\|^2}} , \\
\bar{p}^i &= \frac{1}{4\pi} \int_{u=0} \bar{M} \lambda z^i d^2 x \\
&= \frac{1}{4\pi} \int_{u=0} \frac{\lambda M}{\sqrt{1 - \|v\|^2}} z^i - v^i + \frac{v^i v_k z^k}{1 + \sqrt{1 - \|v\|^2}} d^2 x \\
&= p^i + \frac{v^i}{\sqrt{1 - \|v\|^2}} \left( \frac{v_k p^k}{1 + \sqrt{1 - \|v\|^2}} - \bar{p}^0 \right).
\end{align*}
\]

Here, as elsewhere, \( \lambda = \sqrt{\det h_{AB}} \). Consider, next, generators of the Lorentz group:

\[ X(J) := J_\mu^\nu x^\mu \partial_\nu , \quad (6.115) \]

where — in Minkowskian coordinates — the \( J_\mu^\nu \)'s form an anti-symmetric tensor with constant coefficients. In analogy to (6.92) we define

\[ \frac{1}{2} L^{\mu \nu} J_{\mu \nu} := -H_L(X(J), S, g, b) . \quad (6.116) \]

An argument identical to the one above, using Equation (6.114), shows that the part of \( L^{\mu \nu} \)'s that arises from \( H_L(X(J), S, g, b) \) transforms as a tensor in Minkowski space-time under Lorentz transformations. This does not suffice to control the behaviour of the Lorentz charges under boosts, because it is not clear what the transformation properties of the correction term in Equation (6.57) are. In order to show that things behave as expected, we use Equations (6.60), (6.72) and (6.64) to rewrite (6.61) as
Hamiltonians associated with the BMS group

\[ H_L(X, \mathcal{J}) = -\frac{1}{64\pi} \int_{S^2} \left( 24N_A + 2\chi_{AB}\chi^{BC} ||_C + \frac{1}{2}(\chi^{BC}\chi^{BD}) ||_A \right) X^A \bigg|_{x=0} \sin \theta \, d\theta \, d\varphi . \]  

(6.117)

This formula holds both for boost and rotations. It follows from Equation (C.127) of Appendix C.6 that the term involving \( N_A \) is invariant under boosts:

\[ \lambda N_A = \lambda N_A . \]  

(6.118)

Next, it follows from the remaining formulae of Appendix C.6 that we have

\[ \lambda \left( 2\chi_{AB}\chi^{BC} ||_C + \chi^{BC}\chi^{BD} ||_A \right) = \lambda \left( 2\chi_{AB}\chi^{BC} ||_C + \chi^{BC}\chi^{BD} ||_A \right) 
+ \lambda \left( 2\chi_{A}^{B}\chi_{B}^{C} - \delta_{A}^{C}\chi_{BD}^{X} \right) (\ln K) ||_C . \]  

(6.119)

Since \( \chi_{AB} \) is symmetric and traceless the expression in front of \( (\ln K) ||_C \) in (6.119) vanishes — this is easily seen by calculating this expression in a frame in which \( \chi_{AB} \) is diagonal — and the Lorentz covariance of our definition of Lorentz charges follows.

We end this section with an explicit expression for the \( L^{\mu\nu} \)'s; setting \( L_i := \frac{1}{2}\epsilon_{ijk}L^{jk} \rightleftharpoons L^{jk} = \epsilon^{jkl}L_l \), we are led to

\[ L_i = \frac{1}{32\pi} \int_{S^2} \left( 12N_A + \chi_{AB}\chi^{BC} ||_C \right) \epsilon^{AD}\partial_{D}n_i \sin \theta \, d\theta \, d\varphi , \]  

(6.120)

\[ L^{0i} = -\frac{1}{32\pi} \int_{S^2} \left( 12N_A + \chi_{AB}\chi^{BC} ||_C \right) (n^I) ||_A - \frac{1}{2}\chi^{BC}\chi^{BD}n_i \right) \sin \theta \, d\theta \, d\varphi . \]  

(6.121)

In (6.121) the functions \( n^i \in \{\sin \theta \cos \varphi, \sin \theta \sin \varphi, \cos \theta \} \) are understood as scalar functions on \( S^2 \).

### 6.9 BMS invariance of energy-momentum

In this section we will prove, for the sake of completeness, the well known result that the Trautman-Bondi energy-momentum vector is invariant under BMS transformations; we follow the presentation of [43]. We shall consider cuts \( S \) of \( \mathcal{J} \) which, in Bondi coordinates, are given by the equation

\[ S = \{ u = s(\theta, \phi) \} , \]

for some, say smooth, function \( s \) on \( S^2 \). Equations (C.100) and (C.99) give
\[
H(X, \mathcal{J}^\prime) = \int_{S^2} \left( \mathcal{W}^u - \mathcal{W}^A \partial_A s \right) d\theta d\phi = \\
\frac{1}{16\pi} \int_{S^2} \left[ (4M - \chi^{AB} \parallel AB) X^u + \frac{1}{2} (X^u \chi^{AB} \parallel B) \parallel A + X^u \frac{1}{2} \chi^{AB} \parallel B \partial_A s \right] \sin \theta d\theta d\phi.
\]

Similarly to (C.101) we verify that when \( \partial_u X^u = 0 \), then on the sphere \( \{ u = s \} \) we have

\[
\int_{S^2 \{ u = s \}} \left[ (X^u \chi^{AB} \parallel B) \parallel A + X^u \chi^{AB} \parallel B \partial_A s \right] \sin \theta d\theta d\phi = 0.
\] 

(6.123)

One is thus led to the following generalisation of Equation (6.18):

\[
m := \frac{1}{16\pi} \int_{S^2} (4M - \chi^{AB} \parallel AB) (u = s(\theta, \phi), \theta, \phi) \sin \theta d\theta d\phi,
\]

(6.124)

\[
p^k := \frac{1}{16\pi} \int_{S^2} (4M - \chi^{AB} \parallel AB) (u = s(\theta, \phi), \theta, \phi) n^k \sin \theta d\theta d\phi,
\]

(6.125)

where \( n^k, k = 1, 2, 3 \) denotes the functions \( \sin \theta \cos \phi, \sin \theta \sin \phi \) and \( \cos \theta \), in that order.

We recall the transformation laws for \( \chi \) and \( M \) (cf., e.g. [83]), which can also be found in the Appendix C.5:

\[
M(\bar{u} = u - \alpha(x^A), x^A) = \left[ M + \frac{1}{2} \chi^{AB} \parallel B \parallel A + \frac{1}{} \chi^{AB} \parallel B \partial_A s \right] (u, x^A),
\]

\[
\bar{\chi}_{AB}(\bar{u} = u - \alpha(x^C), x^C) = \left[ \chi_{AB} - 2\alpha \parallel AB + \hat{h}_{AB} \Delta_2 \alpha \right] (u, x^C).
\]

Consider the quantity \( \bar{\chi}^{AB} \parallel AB \), where \( \parallel AB \) denotes covariant derivatives with respect to the transformed coordinates, \( \partial_A = \partial_A + \alpha_A \partial_0 \). Now, the occurrence of \( u \) derivatives in \( \partial_A \) will introduce \( u \) derivatives of \( \chi_{AB} \) in the transformation formula for this quantity. With some work one finds that the combination \( 4M - \chi^{AB} \parallel AB \) has a simple transformation law with respect to the super-translations:

\[
4M - \chi^{AB} \parallel AB (\bar{u} = u - \alpha(\theta, \phi), \theta, \phi) = \left[ 4M - \chi^{AB} \parallel AB + \Delta_2 (\Delta_2 + 2) \alpha \right] (u, \theta, \phi).
\]

The overbar in the left hand side of the last equation denotes the corresponding quantity calculated in the new Bondi frame. The inhomogeneous term involving \( \alpha \) in this equation integrates out to zero when inserted into Equations (6.124)-(6.125); this is obvious for Equation (6.124), while in Equation (6.125) one has to use the fact that the functions \( n^k \) are in the kernel of the operator \( \Delta_2 + 2 \). This establishes invariance of the Trautman-Bondi four-momentum, under supertranslations understood in a passive way; by this we mean a change of background associated with a change of Bondi coordinates, with the cut of \( \mathcal{J} \) under consideration remaining the same.
6.10 Polyhomogeneous Scri’s

In this section we wish to extend part of our analysis to polyhomogeneous Scris, as considered in [44]. Let us therefore assume that the metric is polyhomogeneous, that is, all the functions appearing in the metric (5.93) have an asymptotic expansion of the form

\[ f \approx \sum_i \sum_j N_i f_{ij}(\theta, \varphi) x^j \ln^i x, \quad (6.126) \]

where the \( f_{ij} \)'s are smooth functions of their arguments. Here the expansion is meant in the sense that \( f \) can be approximated up to \( O(x^{-N}) \), for any \( N \), by an appropriate finite number of terms from the right-hand side of (6.126). Further the same holds for any finite number of derivatives of \( f \).

Suppose, first, that the free characteristic data \( h_{AB} \) have a polyhomogeneous expansion of the form

\[ h_{AB} = \bar{h}_{AB} + x \chi_{AB} + x \ln x \text{D}_{AB} + O(x), \quad (6.127) \]

so that

\[ h^{AB} = \bar{h}^{AB} - x \chi^{AB} - x \ln x \text{D}^{AB} + O(x^2). \quad (6.128) \]

As shown in [44], the vacuum Einstein equations imply then

\[ x^{-2} U^A = O(\ln x), \quad (6.129) \]
\[ \beta = O(x^2 (\ln x)^2), \quad (6.130) \]
\[ x V - 1 = O(x (\ln x)^2), \quad (6.131) \]
\[ \partial_u \text{D}_{AB} = 0. \]

With this asymptotic behaviour the integrand of (5.112) for \( X = \partial_u \) contains terms which diverge in the limit as \( \epsilon \) tends to zero. Somewhat surprisingly, it has been observed in [43] that those terms integrate out to zero, and formula (5.115) remains valid. However, with the asymptotic behaviour above, the boundary part of the "symplectic" form diverges:

\[ 16\pi \int_{S^2} \delta \rho_{AB} \wedge \delta \mathbf{g}^{AB} \approx \int_{S^2} \frac{dx}{x} \sin \theta d\theta d\varphi \delta \text{D}_{AB} \wedge \delta \chi^{AB} \]
\[ \approx \ln \epsilon \int_{S^2} \sin \theta d\theta d\varphi \delta \text{D}_{AB} \wedge \delta \chi^{AB}. \]

It follows that the occurrence of \( x \ln x \) terms in \( h_{AB} \) is not compatible with a Hamiltonian framework.

Consider, next, polyhomogeneous metrics in which the logarithmic terms in \( h_{AB} \) start at order \( x^2 \).
\[ h_{AB} = \tilde{h}_{AB} + x\chi_{AB} + x^2d_{AB}(\ln x) + O(x^2), \quad (6.132) \]

where \( d_{AB}(\ln x) \) is a polynomial in \( \ln x \) of order \( N \), with coefficients which are smooth, symmetric, twice covariant tensor fields on \( S^2 \). The resulting asymptotic behaviour of the other Bondi functions, as well as of the momenta \( p^\alpha \gamma \), can be found in Appendix C.1.2. Equations (C.31)–(C.44) show that the asymptotic behaviour of all the \( p^\alpha \gamma \)'s is the same as in the smooth case (5.98), modulo some multiplicative logarithmic factors which do not affect finiteness of all the volume integrals involved. Further, the asymptotic behaviour obtained preserves convergence of various boundary integrals; in particular, Equations (5.104)–(5.109) remain true; the energy integral (5.115) converges as before (without any miraculous cancellations, as was the case with the asymptotic behaviour (6.127)); Equations (5.116)–(5.118) again hold; the variational formula (5.119) remains valid with \( X = \frac{\partial}{\partial u} \).

We note, nevertheless, that the asymptotic behaviour (6.132) leads to a potentially divergent term in the Freud potential (5.114),

\[ -x^{-2}X^Ae^{-2\beta}h_{AB}U^B = x^{-1}X^A\chi^B_{A\parallel B} + 2X^A\tilde{h}_{AB}W_{N+1}^{B} \ln^{N+1} x + \ldots, \]

for some coefficient \( W_{N+1}^{B} \). This might lead to a logarithmic divergence for boosts and rotations in the relevant Hamiltonians, which then could cease to be well defined. A definite statement of this kind would require checking the detailed structure of the potentially divergent terms, which we haven’t done. In any case, no diverging terms occur for Lorentz group generators if the \( \ln x \) terms in \( h_{AB} \) start at the \( x^3 \) level or higher — this occurs e.g. for the “minimal sequences”, compatible with non-vanishing Weyl tensor at Scri, considered in [44].
A. Odd forms (densities)

The purpose of this Appendix is to recall the notion of an odd differential $n$-form on a manifold $M$; we follow the very clear approach of [120]. Locally, in a vicinity of a point $x_0$, such a form may be defined as an equivalence class $[(\alpha_n, \theta)]$, where $\alpha_n$ is a differential $n$-form defined in a neighbourhood $U$ and $\theta$ is an orientation of $U$; the equivalence relation is given by:

$$ (\alpha_n, \theta) \sim (-\alpha_n, -\theta), $$

where $-\theta$ denotes the orientation opposite to $\theta$. Using a partition of unity, we may define odd forms globally, even if the manifold is non-orientable.

Odd differential $n$-forms on an $m$-dimensional manifold can be described using antisymmetric contravariant tensor densities of rank $r = (m - n)$ (see [112]). Indeed, if $f^{i_1 \ldots i_r}$ are components of such a tensor density with respect to a coordinate system $(x^i)$, then we may assign to $f$ an odd $n$-form defined by the representative $(\alpha_n, \theta)$, where $\theta$ is the local orientation carried by $(x^1, \ldots, x^m)$ and

$$ \alpha_n := f^{i_1 \ldots i_r} \left( \frac{\partial}{\partial x^{i_1}} \wedge \ldots \wedge \frac{\partial}{\partial x^{i_r}} \right) (dx^1 \wedge \ldots \wedge dx^m). $$

In particular, within this description scalar densities (i.e., densities of rank $m - n = 0$) are odd forms of maximal rank, whereas vector densities are odd $(m - 1)$-forms.

Odd $n$-forms are designed to be integrated over externally oriented $n$-dimensional submanifolds. An exterior orientation of a submanifold $\Sigma$ is an orientation of a bundle of tangent vectors transversal with respect to $\Sigma$. The integral of an odd form $\tilde{\alpha}_n = [(\alpha_n, \theta)]$ over a $n$-dimensional submanifold $D$ with exterior orientation $\theta_{\text{ext}}$ is defined as follows:

$$ \int_{(D, \theta_{\text{ext}})} \tilde{\alpha}_n := \int_{(D, \theta_{\text{int}})} \alpha_n, $$

where $\theta_{\text{int}}$ is an internal orientation of $D$, such that $(\theta_{\text{ext}}, \theta_{\text{int}}) = \theta$; it should be obvious that the result does not depend upon the choice of a representative. For example, a flow through a hypersurface depends usually upon its exterior orientation (given by a transversal vector) and does not feel...
any internal orientation. Similarly, the canonical formalism in field theory uses structures, which are defined in terms of flows through Cauchy hypersurfaces in space-time. This is why canonical momenta are described by odd \((m - 1)\)-forms. The integrals of such forms are insensitive to any internal orientation of the hypersurfaces they are integrated upon, but are sensitive to a choice of the time arrow (i.e., to its external orientation).

The Stokes theorem generalizes to odd forms in a straightforward way:

\[
\int_{(D, \mathcal{O}_{\text{ext}})} d\tilde{\alpha}_{n-1} = \int_{\partial(D, \mathcal{O}_{\text{ext}})} \tilde{\alpha}_{n-1},
\]

where \(d[(\alpha_n, \mathcal{O})] := [(d\alpha_n, \mathcal{O})]\) and \(\partial(D, \mathcal{O}_{\text{ext}})\) is the boundary of \(D\), equipped with an external orientation inherited in the canonical way from \((D, \mathcal{O}_{\text{ext}})\). This means that if \((e_1, \ldots, e_{m-n})\) is an oriented basis of vectors transversal to \(D\) and if \(f\) is a vector tangent to \(D\), transversal to \(\partial D\) and pointing outwards of \(D\), then the external orientation of \(\partial(D, \mathcal{O}_{\text{ext}})\) is given by \((e_1, \ldots, e_{m-n}, f)\).
B. Solutions of the wave equation smoothly extendable to $\mathcal{I}^+$

The aim of this appendix is to discuss shortly the question of existence of solutions of the wave equation which are smooth on $\tilde{M} \equiv M \cup \mathcal{I}^+$. From standard results in the theory of hyperbolic partial differential equations one has:

- A solution of Equation (4.22) is uniquely determined to the future of some hyperboloid $\mathcal{H}_\tau$ by prescribing $\tilde{f} = f/\Omega$ on $\mathcal{H}_\tau$ together with the derivative of $\tilde{f}$ in a direction transverse to $\mathcal{H}_\tau$. (Those data will be referred to as standard Cauchy data on $\mathcal{H}_\tau$.) In particular, prescribing $\tilde{f}$ and $\tilde{p}$ on $\mathcal{H}_\tau$ determines a unique solution of Equation (4.22) on the causal future $J^+(\mathcal{H}_\tau)$ of $\mathcal{H}_\tau$.

- A solution of Equation (4.22) is uniquely determined to the past of some hyperboloid $\mathcal{H}_\tau$ by prescribing standard initial data on $\mathcal{H}_\tau$ and prescribing $\tilde{f}$ on the portion of $\mathcal{I}^+$ lying to the past of $\mathcal{H}_\tau$ — that is, prescribing $c$ on $\mathcal{I}^+(-\infty, \tau]$.

Moreover, to any standard Cauchy data prescribed on $\mathcal{H}_\tau$ there corresponds a solution of Equation (4.22) on $J^+(\mathcal{H}_\tau)$. On the other hand, given standard Cauchy data on $\mathcal{H}_\tau$ and $c$ on $\mathcal{I}^+(-\infty, \tau]$ there will exist a solution of Equation (4.22), which is smoothly extendable to $\mathcal{I}^+$ if and only if certain obvious “corner conditions” are met. For example, the value of $\tilde{f}|_{\mathcal{H}_\tau}$ as calculated from $\tilde{f}|_{\mathcal{H}_\tau}$ has to agree with that calculated from $c|_{\mathcal{H}_\tau}$:

\[ \tilde{f}|_{\mathcal{H}_\tau} = c|_{\omega = \tau} \]  

(otherwise the solution couldn’t be continuous on $\tilde{M}$). Next, from the standard Cauchy data on $\mathcal{H}_\tau$ one can calculate all first derivatives of $\tilde{f}$ on $\mathcal{H}_\tau$. Again this has to agree with those derivatives of $\tilde{f}$ which can be calculated from $c$ if one wants $\tilde{f}$ to be differentiable on $\tilde{M}$. This requirement, expressed in terms of the fields $(\tilde{f}, \tilde{p}, c)$, leads to the constraint

\[ \left\{ \frac{\tilde{p}}{\sin \theta} - \frac{\partial \tilde{f}}{\partial \rho} \right\}_S = \frac{\partial c}{\partial \omega} \bigg|_{\omega = \tau} \]  

(see (4.25); we note that $\tilde{p}/\sin \theta$ is a smooth function on $S^2$ when $\tilde{p}$ is a smooth density). There is actually an infinite hierarchy of conditions of that kind,
which have to hold on $S_{\tau}$ if one wants to enforce smooth extendability of $\hat{f}$ to $\mathcal{I}^-$ (in the sense that $f/\Omega$ can be extended by continuity to a smooth function on $\tilde{M}$). To see this, recall that because $\mathcal{F}_{\tau}$ is non-characteristic one can, using the standard Cauchy data and the wave Equation (4.1) (or actually its conformally rescaled version, Equation (4.22)), calculate all the partial derivatives of the solution on $\mathcal{F}_{\tau}$, of any order, and in all directions. In particular, one can calculate all the derivatives of the solutions along $\mathcal{I}^+$. But those derivatives can also be calculated from $c$. To have a smooth solution those derivatives have to match. We emphasize that this is a relatively mild restriction: Borel’s Lemma shows that for any standard Cauchy data on $\mathcal{F}_{\tau}$ there will be a $c_0$ which satisfies those conditions. Then any $c$ of the form $c_0 + c_1$, where $c_1$ is any function on $\mathcal{I}^+_{(-\infty, \tau]}$ which vanishes on $S_{\tau}$ together with all derivatives, will satisfy the corner conditions.

We note that while the solutions discussed above have the property that $f/\Omega$ extends by continuity to a smooth function defined on $\tilde{M} \cup \mathcal{I}^+$, there is no reason for the solutions so constructed to have any decent differentiability properties at $i^0$ or $\mathcal{I}^-$. In fact, for any standard initial data on $\mathcal{F}_{\tau}$ there will be “a lot of” $c$’s on $\mathcal{I}^+_{(-\infty, \tau]}$ that will lead to a solution of Equation (4.22), which smoothly extends both across $i^0$ and $\mathcal{I}^-$: to obtain such $c$’s one can extend the standard initial data in any way across $S_{\tau}$ to initial data for the wave equation on the Einstein cylinder (cf., e.g., [123, Fig. 11.1]) and solve the wave Equation (4.22) there. It follows from conformal covariance of Equation (4.22) that the solution $f$ so obtained will indeed extend smoothly across $i^0$ and $\mathcal{I}^-$; one can then read off $c$ from $f$. Different extensions of the standard initial data across $S_{\tau}$ will lead to different $c$’s. However, it can be seen, using the so-called transport equations, that not all smooth $c$’s on $\mathcal{I}^+_{(-\infty, \tau]}$ will be obtained in this way. It would be of some interest to give a complete description of those sets $(\hat{f}, \hat{p}, c)$ that lead to solutions $f$ with good differentiability properties at $i_0$ and/or at $\mathcal{I}^-$. Another interesting problem is to give a complete description of those sets $(\hat{f}, \hat{p}, c)$ that lead to solutions $f$, which extend smoothly to $\mathcal{I}^+$ and which have finite energy on the hypersurfaces of standard Minkowskian time.

---

1 If one is interested in extensions of $f/\Omega$ which are only $C^k$ on $\tilde{M}$, for some finite $k$, there will only be a finite number of corner conditions to impose.
C. Gravitational field: some auxiliary results

In this appendix we prove some auxiliary results, needed in the body of the paper.

C.1 The canonical gravitational variables in Bondi coordinates

Let, as elsewhere, $\tilde{h}$ denote the standard round metric on $S^2$. Let the background connection $B^\sigma_{\alpha\mu}$ be the Levi-Civita connection of the flat metric

$$
b = g_{\mu\nu} dx^\mu dx^\nu \equiv -du^2 - 2du dr + x^2 \tilde{h}_{AB} dx^A dx^B$$

$$
= -du^2 + 2x^{-2} du dx + x^{-2} \tilde{h}_{AB} dx^A dx^B.
$$

(C.1)

The non-vanishing $B^\sigma_{\beta\gamma}$’s are

$$
B^u_{\ AB} = x^{\frac{-1}{2}} \tilde{h}_{AB}, \quad B^x_{\ AB} = x \tilde{h}_{AB}, \quad B^A_{\ xB} = -x^{\frac{-1}{2}} \delta^A_B,
$$

(C.2)

$$
B^x_{\ xx} = -2x^{-1}, \quad B^A_{\ BC} = \tilde{\Gamma}^A_{\ BC}(\tilde{h}).
$$

(C.3)

C.1.1 Smooth Scri’s

Consider a metric of the Bondi form (5.93)–(5.94), with the asymptotic behaviour (5.98)–(5.103); we have $\sqrt{|\det g_{\mu\nu}|} = x^{-4} e^{2\beta} \sin \theta$, and the definition (5.3) leads to

$$
16\pi g^{ux} = x^{-2} \sin \theta, \quad g^{ux} = x^2 e^{-2\beta},
$$

(C.4)

$$
16\pi g^{AB} = x^{-2} e^{2\beta} \sin \theta h^{AB}, \quad g^{AB} = x^2 h^{AB},
$$

(C.5)

$$
16\pi g^{xx} = xV \sin \theta, \quad g^{xx} = x^5 e^{-2\beta} V,
$$

(C.6)

$$
16\pi g^{xA} = x^{-2} U^A \sin \theta, \quad g^{xA} = x^2 e^{-2\beta} U^A,
$$

(C.7)

$$
\theta^{xA} = g^{uu} = g^{uA} = g^{uu} = 0.
$$

(C.8)

Further, (5.7) leads to the following expressions:

$$
p^{u}_{\ xx} = p^{u}_{\ xA} = 0,
$$

(C.9)
\[ p_{uu}^\nu = \frac{e^{-23}}{x} U_A U^A + \frac{1}{2} e^{-23} (U_A U^A)_x - V x^2 \beta, \quad \text{(C.10)} \]
\[ p_{uA}^\nu = -\frac{1}{2} e^{-23} x^2 (x^2 U_A)_x = O(x^2), \quad \text{(C.11)} \]
\[ p_{ux}^\nu = \beta_x = O(x), \quad \text{(C.12)} \]
\[ p_{AB}^\nu = \frac{1}{2} e^{-23} x^2 (x^2 h_{AB})_x - \frac{1}{2} x^2 (x^2 h_{AB})_x \]
\[ = \frac{1}{2} e^{-23} x^2 (x^2 h_{AB})_x + x^{-1} h_{AB} = -\frac{1}{2} \chi_{AB} + O(x), \quad \text{(C.13)} \]
\[ p_{xu}^A = 0, \quad \text{(C.14)} \]
\[ p_{xB}^A = -\frac{1}{2} h^{AC} h_{CB,x} + \delta^A_B \beta_x = -\frac{1}{2} \chi^A_B + O(x), \quad \text{(C.15)} \]
\[ p_{uu}^A = -2 U^A \partial_u \beta + h^{AB} \partial_u U_B - \frac{1}{2} e^{-23} U^A (U^B U_B - V x^3 e^{23})_x \]
\[ - \frac{1}{2} (U^B U_B - V x^3 e^{23}) || A - \frac{U^A}{x e^{23}} (U^B U_B - V x^3 e^{23}) \quad \text{(C.16)} \]
\[ p_{uB}^A = \delta^A_B \partial_u \beta - U^A \beta, \quad \text{(C.17)} \]
\[ p_{ux}^A = -h^{AB} \left[ e^{-23} \beta_B - \frac{1}{2} x^2 (x^2 U_B)_x \right] = O(x^2), \quad \text{(C.18)} \]
\[ p_{BC}^A = \delta^A_B \beta_C + \delta^A_C \beta_B - \frac{U^A}{x e^{23}} (x^2 h_{BC})_x - \left( \Gamma^A_{BC} (h) - \tilde{\Gamma}^A_{BC} (h) \right) \]
\[ = \frac{1}{2} x \left( \chi^A_{||D} h_{BC} + \chi_{BC,||A} - \chi^A_{||B} \right) + O(x^2), \quad \text{(C.19)} \]
\[ p_{xx}^x = 0, \quad \text{(C.20)} \]
\[ p_{xA}^x = \frac{1}{2} e^{-23} h_{AB} U^B_x = -\frac{1}{2} \chi^B_A || B + O(x^2), \quad \text{(C.21)} \]
\[ p^u_{uu} = -\frac{1}{2} \varepsilon^{-2\beta} \left[ \partial_u - Vx^3 \partial_x - U^A \partial_A \right] \left( U^B U_B - Vx^3 \varepsilon^{2\beta} \right) - 2x^3 \partial_u \beta \]
\[ + \frac{1}{2} \varepsilon^{-2\beta} U^A \partial_u U_A - x^2 V \varepsilon^{-2\beta} U^A U_A - x^3 \left[ 1 - (xV)^2 \right] \]
\[ = -\partial_u M x^3 + O(x^4) , \] (C.22)

\[ p^u_{uA} = -\frac{1}{2} \varepsilon^{-2\beta} U^B (U_{A||B} + U_{B||A} + \partial_u h_{AB}) - \frac{1}{2} x^3 (\varepsilon^{-2\beta} V U_{A,x} - V_A) \]
\[ + U_A x^2 V \varepsilon^{-2\beta} = O(x^3) , \] (C.23)

\[ p^{ux} = -\frac{1}{2} \varepsilon^{-2\beta} U_A U_A^4 + \frac{1}{2} x^3 (xV)_{,x} + V x^3 \beta_{,x} + U^A \beta_{,A} + \partial_u \beta = O(x^2) , \] (C.24)

\[ p^x_{AB} = \frac{1}{2} \varepsilon^{-2\beta} (U_{A||B} + U_{B||A} + \partial_u h_{AB} + V x^3 h_{AB,x}) + x h_{AB} \]
\[ - V x^2 \varepsilon^{-2\beta} h_{AB} = \frac{1}{2} x \partial_u \chi_{AB} + O(x^2) . \] (C.25)

C.1.2 Polyhomogeneous asymptotics

Consider a metric of the Bondi form (5.93)–(5.94), together with the following polyhomogeneous asymptotics:

\[ h_{AB} = \hat{h}_{AB} + x \chi_{AB} + x^2 d_{AB} (\ln x) + O(x^2) , \] (C.26)

where \( d_{AB} (\ln x) \) is a polynomial of order \( N \) in \( \ln x \), with coefficients which are smooth tensor fields on \( S^2 \). It follows that

\[ h^{AB} = \hat{h}^{AB} - x \chi^{AB} - x^2 d^{AB} (\ln x) + O(x^2) . \] (C.27)

It has been shown in [44] (see page 121 there) that one has

\[ \partial_u d_{AB} = 0 , \]
\[ x^{-2} U^A = -\frac{1}{2} \chi^{AB} \varepsilon_{||B} + x W^A (\ln x) + O(x) , \] (C.28)

where \( W^A (\ln x) \) is a polynomial in \( \ln x \) of order \( N + 1 \) with coefficients which are smooth vector fields on \( S^2 \). Further,

\[ \beta = -\frac{1}{32} x^2 \chi^{AB} \chi_{AB} + O(x^3 \ln^{2N} x) , \] (C.29)
\[ xV - 1 = -2 M x + O(x^2 \ln^{N+1} x) . \] (C.30)

The above inserted in Equations (C.9)–(C.25) leads to the following:

\[ p^u_{xx} = p^u_{xA} = 0 , \] (C.31)
C. Gravitational field: some auxiliary results

\[ p^u_{uu} = O(x^2) , \]  
\[ p^u_{uA} = O(x^2 \ln N^1 x) , \]  
\[ p^u_{ux} = O(x) , \]  
\[ p^u_{AB} = -\frac{1}{2} \chi_{AB} + O(x \ln N^{-1} x) , \]  
\[ p^A_{xx} = 0 , \]  
\[ p^A_{xB} = -\frac{1}{2} \chi^A_{B} + O(x \ln N x) , \]  
\[ p^A_{uu} = O(x^2) , \]  
\[ p^A_{uB} = -\frac{1}{2} \partial_u \chi^A_{B} x + O(x^2) , \]  
\[ p^A_{ux} = O(x^2 \ln N^1 x) , \]  
\[ p^A_{BC} = \frac{1}{2} x \left( \chi^{AD}_{||B} \delta^{\delta}_{BC} + \chi_{BC}^{||A} - \chi^{A}_{B||C} - \chi^{A}_{C||B} \right) + O(x^2 \ln N x) , \]  
\[ p^x_{xx} = 0 , \]  
\[ p^x_{xA} = -\frac{1}{2} x \chi_{A||B} + O(x^2 \ln N^1 x) , \]  
\[ p^x_{uu} = O(x^3) , \]  
\[ p^x_{uA} = O(x^3) , \]  
\[ p^x_{ux} = O(x^2) , \]  
\[ p^x_{AB} = \frac{1}{2} x \partial_u \chi_{AB} + O(x^2) . \]

C.2 Solutions of the vacuum Einstein equations containing hyperboloidal hypersurfaces

In this section we wish to discuss the set of data needed to construct space-times which contain hyperboloidal hypersurfaces \( \mathcal{F} = i(\Sigma) \) with compact interior, as defined in Section 5.6 (cf. Equation (5.95)), together with a “piece of \( \mathcal{F}^+ \)” both to the future and to the past of \( \mathcal{F} \). In order to do that, it is simplest to extend \( \mathcal{F} \) beyond its boundary to a larger three-dimensional
We now extend the conformal Cauchy data \((\hat{\gamma}, \hat{K}, \omega, \hat{\omega})\) to fields \((\gamma, K, \omega, \omega)\) defined on \(\hat{\mathcal{I}} = i(\hat{\Sigma})\) (see the definition of \(\mathcal{I}\) on page 98 for the meaning of those fields), where \(\hat{\Sigma}\) is the corresponding extension of \(\Sigma\) and \(i : \Sigma \to \hat{\mathcal{I}}\) is the associated extension of the diffeomorphism \(i : \Sigma \to \mathcal{I} \subset M\). Recall that \(\omega\) is a positive smooth up-to-boundary function on \(\Sigma\) that vanishes precisely on \(\partial \Sigma\), while \(\hat{\gamma}\) is a Riemannian smooth up-to-boundary metric on \(\Sigma\), which is a conformally rescaled equivalent of the metric \(\gamma\) induced by the physical space-time metric \(g\) on the hypersurface \(\mathcal{I}\):

\[
\hat{\gamma} = \omega^2 \gamma, \quad \gamma = i^* g.
\]

Finally, \(\hat{K}\) is the pull-back to \(\Sigma\) of the extrinsic curvature of the hypersurface \(\mathcal{I}\) in the conformal space-time \((M, \hat{g})\), with \(\hat{g} = \Omega^{-2} g\). We note that \(\omega = \Omega \omega_i\).

While the initial data \((\gamma, K)\) have to satisfy the vacuum constraint equations, the extended fields will not be assumed to satisfy any constraints on \(\hat{\Sigma}\setminus \Sigma\), thus we take any extension as differentiable as the original objects allow. The construction here will be local in a neighbourhood of \(\hat{\mathcal{I}}\), and the resulting space-time \((\hat{M}, \hat{g})\) will be globally hyperbolic with Cauchy surface \(\hat{\mathcal{I}}\). In this set-up \(\mathcal{I}^+\) will arise as follows, cf. Figure C.1:

1. \(\partial \mathcal{D}^+(\mathcal{I}; \hat{M}) \setminus \mathcal{I} = \mathcal{I}^+ \cap \partial \mathcal{J}^+(\mathcal{I}; \hat{M}) \setminus \partial \mathcal{I}\).
2. \(\partial J^- (\mathcal{I}; \hat{M}) \setminus \mathcal{I} = \mathcal{I}^+ \cap \partial J^- (\mathcal{I}; \hat{M}) \setminus \partial \mathcal{I}\).

Here and throughout \(\partial A\) denotes the topological boundary of a set \(A\), \(\partial A \equiv \overline{A} \setminus A\), while \(\mathcal{J}^+ (A; B)\) denotes the causal future of a set \(A\) in a space-time \((B, D^+(A; B))\) denotes the future domain of dependence of a set \(A\) in a space-time \((B, D^+(A; B))\) denotes the future domain of dependence of \(A\) in the extended space-time \(\hat{M}\), while \(\partial \mathcal{J}^-(\mathcal{I}; \hat{M})\) coincides with the boundary of the past of \(\mathcal{I}\) in the extended space-time \(\hat{M}\). This asymmetry in time, which arises from the fact that \(\mathcal{I}^+\) is null in the case at hand, is the key to the understanding of the nature of the phase spaces which arise in the radiation regime. Now, the metric on \(\mathcal{D}^+(\mathcal{I} = i(\hat{\Sigma}); \hat{M})\) is uniquely determined by the initial data \((\gamma, K)\) defined on \(\Sigma\); by continuity those data determine uniquely all the relevant fields on \(\partial \mathcal{D}^+(\mathcal{I}; \hat{M})\), and hence on that portion of \(\mathcal{I}^+\) which lies to the future of \(\mathcal{I}\). Those data also determine uniquely the metric on \(\mathcal{D}^- (\mathcal{I}; \hat{M})\), but not on \(\mathcal{J}^- (\mathcal{I}; \hat{M})\). In order to obtain a unique metric on this last set one can proceed as follows: First, replacing \(\hat{M}\) by a subset thereof if necessary we can assume that \(\partial \mathcal{D}^- (\mathcal{I}; \hat{M})\) and \(\partial J^- (\mathcal{I}; \hat{M})\) are smooth null hypersurfaces. Note that the metric on \(\partial \mathcal{D}^- (\mathcal{I} = i(\Sigma); \hat{M})\) and all its transverse derivatives are uniquely determined by the metric on \(\mathcal{D}^- (\mathcal{I}; \hat{M})\), hence also by the “physical” initial data \((\Sigma, \gamma, K)\). Now, \(\partial \mathcal{D}^- (\mathcal{I}; \hat{M})\) and \(\partial J^- (\mathcal{I}; \hat{M})\) are two smooth null hypersurfaces that meet transversally at \(\partial \mathcal{I} = \partial \mathcal{I}\), and
Fig. C.1. A hyperboloidal initial data surface $\mathcal{S}$ together with its extension $\hat{\mathcal{S}}$, in a conformally completed and extended space-time $\hat{\mathcal{M}}$.

we can use the results of Friedrich [59, 60], as extended by Kánnár [88], concerning the asymptotic characteristic Cauchy problem for the gravitational field, to obtain a unique metric in $J^- (\mathcal{F}; \hat{\mathcal{M}}) \setminus \mathcal{D}^- (\mathcal{F}; \hat{\mathcal{M}})$: the knowledge of the metric and its transverse derivatives on $\partial \mathcal{D}^- (\mathcal{F}; \hat{\mathcal{M}})$ determines uniquely the characteristic Cauchy data needed on $\partial \mathcal{D}^- (\mathcal{F}; \hat{\mathcal{M}})$ in Kánnár’s theorem [88], while (as shown in [43, Lemma III.1]) the fields $\chi_{AB} (u, \theta, \varphi)$ provide the data needed on $\partial J^- (\mathcal{F}; \hat{\mathcal{M}})$. Here we use a Bondi coordinate system on $\hat{\mathcal{M}}$, defined in a neighbourhood of $\mathcal{S} \subset \hat{\mathcal{M}}$, to identify a tensor field $\chi_{AB} (\theta, \varphi)$ on “the abstract $\mathcal{F}^+$”, discussed in Section 6.3, with a tensor field on $\mathcal{F}^+$. (There is a freedom involved in the choice of the Bondi coordinate system, we discuss this in some more detail below.) In fact, when appropriate initial data are given, Kánnár’s theorem [88] gives existence and uniqueness of a vacuum space-time metric in a region forming a neighbourhood of $\partial \mathcal{S}$ in a manifold (with an “edge”) with two boundaries meeting transversally at $\partial \mathcal{S}$, such that one of the boundaries is a subset of $\partial \mathcal{D}^- (\mathcal{F}; \hat{\mathcal{M}})$, while the other corresponds to $\partial J^- (\mathcal{F}; \hat{\mathcal{M}})$.

The construction described so far provides a smooth metric on $\mathcal{D}^- (\mathcal{F}; \hat{\mathcal{M}})$, and a smooth metric on $I^- (\mathcal{F}; \hat{\mathcal{M}}) \setminus \mathcal{D}^- (\mathcal{F}; \hat{\mathcal{M}})$, such that the relevant Newman–Penrose functions (see [88] for details) providing the characteristic initial data match continuously across $\partial \mathcal{D}^- (\mathcal{F}; \hat{\mathcal{M}})$. There is, however, no reason why transverse derivatives of the metric at $\partial \mathcal{D}^- (\mathcal{F}; \hat{\mathcal{M}})$ should match smoothly across this hypersurface, and in general some of those derivatives will not. In order to obtain a smooth metric across $\partial \mathcal{D}^- (\mathcal{F}; \hat{\mathcal{M}})$ appropriate corner conditions at $\partial \mathcal{F}$ involving $(\gamma, K)$, $\chi_{AB}$, and their derivatives at $\partial \mathcal{F}$ have to be satisfied. It is easy to understand the origin of those conditions: the vacuum Einstein equations, together with the initial data $(\gamma, K)$ and a choice of gauges, determine uniquely all the transverse derivatives of the space-time metric on $\mathcal{F}$. Knowing those derivatives allows one to calculate all the derivatives $\partial^i_\nu \chi_{AB} (u, \theta, \varphi) |_{u = 0}, i \in \mathbb{N}$.
However, for each choice of \( \chi_{AB}(u, \theta, \varphi) \) satisfying the continuity requirement (C.53), discussed in detail below, one can obtain some smooth metric on \( J^-(\mathcal{F}; \hat{M}) \setminus \mathcal{D}^-(\mathcal{F}; \hat{M}) \). If \( \chi_{AB}(u, \theta, \varphi) \) is such that its derivatives \( \partial_u \chi_{AB}(u, \theta, \varphi)|_{u=0} \) do not match those calculated from \( (\gamma, K) \), then some of the derivatives of the space-time metric so obtained will not match across \( \partial \mathcal{D}^-(\mathcal{F}; \hat{M}) \). On the other hand, standard results in the theory of hyperbolic PDE’s show that there exists \( k \in \mathbb{N} \) such that if \( k + n \) of the above described derivatives match at \( \partial \mathcal{S} \), then the space-time metric will be \( n \) times continuously differentiable across \( \partial \mathcal{D}^-(\mathcal{F}; \hat{M}) \) (and hence everywhere if the initial data are smooth). In particular if all the derivatives match, then the space-time metric so constructed will be smooth. Given \( (\gamma, K) \), the requirement of the matching of a finite number of derivatives leads to algebraic equations for \( \partial_u \chi_{AB}(u, \theta, \varphi)|_{u=0} \) which restrict the class of allowed associated \( \chi_{AB}(u, \theta, \varphi) \)’s. Similarly, the requirement of matching of all derivatives can be easily satisfied by a large class of \( \chi_{AB} \)’s: Borel’s summation Lemma shows that appropriate \( \chi_{AB} \)’s exist, and one is free to prescribe \( \chi_{AB}(u, \theta, \varphi) \) at will away from the matching surface \( \partial \mathcal{S} \).

Let us examine in detail the corner conditions at \( \partial \mathcal{S} \) that arise from the requirement of differentiability of the conformally rescaled space-time metric there. Consider, thus, a hyperboloidal initial data set \( (\Sigma, \gamma, K) \); we are interested in space-times for which \( I^+ \) has \( S^2 \times \mathbb{R} \) topology, as in Minkowski space-time, and therefore we will assume

\[
\partial \Sigma \approx S^2, \quad \text{(C.45)}
\]

where "\( \approx \)" means "is diffeomorphic to". Let \( \hat{h} \) be the metric induced by \( \hat{\gamma} \) on \( \partial \Sigma \); since \( \hat{\gamma} \) is defined only up to a conformal factor, so is \( \hat{h} \), hence only the conformal class of \( \hat{h} \) is a geometrically well defined object. (We note that the discussion below is independent of the choice of the conformal factor involved.) Our hypothesis (C.45) together with the uniformization theorem show that there exist diffeomorphisms

\[
\psi_\alpha : \partial \Sigma \to S^2
\]

such that

\[
\psi_\alpha^* \hat{h} = \phi_\alpha^2 \hat{h}, \quad \text{(C.46)}
\]

for some smooth strictly positive functions \( \phi_\alpha \) on \( \partial \Sigma \), where the index \( \alpha \) runs over the collection of all such maps; we will denote this collection by \( D \). Clearly \( \psi_\alpha \circ \psi_\beta^{-1} : S^2 \to S^2 \) are conformal maps from \( (S^2, \hat{h}) \) to itself; any choice of \( \psi_\beta \) defines then a one-to-one correspondence between \( D \) and the conformal group \( G \) of \( (S^2, \hat{h}) \). Hence \( D \) can be thought of as the same set as the group \( G \), in which the identity element has not been singled out. As is well known, \( G \) is isomorphic to the ortochronous Lorentz group (cf., e.g., [23, Vol. II, Thm. 18.10.4]), which shows that the maps \( \psi_\alpha \) can be parameterized by elements of the Lorentz group whenever one such map \( \psi_\beta \) has been chosen.
Now, as already pointed out, the results of [61] show that there exists a smooth space-time \((\hat{M}, \hat{g})\) such that \(\Omega^{-2}\hat{g}\) is vacuum in \(D(\mathcal{I}^+; \hat{M})\) for an appropriate positive conformal factor \(\Omega\), with \(\Omega\) vanishing on \(\partial D^+(\mathcal{I}^+; \hat{M})\), so that this last set is a subset of \(\mathcal{I}^+\) for the resulting vacuum space-time. As shown in [116] in the smooth case, and in [44] in the polyhomogeneous case, for any choice of the map \(\psi_\alpha\) in (C.46) one can find a Bondi coordinate system \((u, r, x^A)\) as in Equation (5.93), with \(u \in [0, u_1)\), \(x \in [0, x_1)\), and with the collection of the domains of definition of the local coordinates \((x^A)\) covering \(\partial \Sigma\), in which \(\partial \Sigma\) is given by the equation \(x = u = 0\). Further, \(\partial D^+(\mathcal{I}^+; \hat{M})\) will be given by the equation \(x = 0\) in those coordinates, while \(\mathcal{I}^+\) will be given by an equation of the form

\[u = \alpha(x, x^A), \quad x \geq 0,\]

for some smooth function \(\alpha\), with \(\alpha(0, x^A) = 0\). Let the conformal factor \(\omega\) be defined as

\[\omega \equiv x.\]  

The metric (5.93), with the coordinate \(r\) replaced by \(1/x\), and conformally rescaled by \(r^{-2}\), takes the form

\[\tilde{g}_{\mu\nu}dx^\mu dx^\nu \equiv x^2 g_{\mu\nu}dx^\mu dx^\nu = -V x^3 e^{2\beta} du^2 + 2e^{2\beta} ududx + h_{AB}(dx^A - U^A du)(dx^B - U^B du),\]  

\[
\frac{\partial(\det h_{AB})}{\partial x} = 0.
\]

We can use \(i\) to pull-back to \(\Sigma\) the coordinates \((r, x^A)\); using the same symbols for the resulting coordinates on a neighbourhood, in \(\Sigma\), of \(\partial \Sigma \subset \Sigma\), we obtain the following form of the pull-back to \(\Sigma\) of the metric \(\tilde{g}\):

\[
\tilde{\gamma} = -V x^3 e^{2\beta} (\alpha_x dx + \alpha_A dx^A)^2 + 2e^{2\beta} (\alpha_x dx + \alpha_A dx^A) dx + h_{AB}(dx^A - U^A (\alpha_x dx + \alpha_C dx^C))(dx^B - U^B (\alpha_x dx + \alpha_D dx^D))\]

We wish to show that \(\chi_{AB}\) is, up to a multiplicative factor, the extrinsic curvature \(\tilde{\lambda}_{AB}\) of \(\partial \Sigma\) in \((\Sigma, \tilde{\gamma})\). In order to see that, from the asymptotic behaviour of the various objects that occur in (C.50), Equations (5.98)–(5.100), we obtain the expansion

\[
\tilde{\gamma} = (a^{-2} + O(x))dx^2 + O(x)dx^A + (\tilde{h}_{AB} + x\chi_{AB} + O(x^2))dx^A dx^B,\]

where

\[a^{-2} \equiv \lim_{x \to 0} \frac{\partial \alpha}{\partial x}.\]

We note that the length \(|dx|_{\tilde{\gamma}}|_{x=0} \) of \(dx\) with respect to the metric \(\tilde{\gamma}\) equals \(a\). Let \(\hat{n}\) be the \(\tilde{\gamma}\)-unit normal to \(\partial \mathcal{I}^+\), we have
\[ \tilde{n} = (a + O(x)) \partial_x + O(x) \partial_A , \]  
(C.52)

with a similar expansion for the \( x^A \)-derivatives of \( \tilde{n} \), hence

\[ \tilde{\lambda}_{AB} = -\frac{1}{2} \left( \tilde{n}^i \tilde{\gamma}_{AB,i} + \tilde{n}_i, A \tilde{\gamma}^{iB} + \tilde{n}_i, B \tilde{\gamma}^{Ai} \right) \bigg|_{x=0} \]

(C.53)

which is what we desired to show.

In order to be able to read off \( \chi_{AB} \) from the initial data \((\Sigma, \gamma, K)\) we need to determine \( a = |d\omega|_{\tilde{\gamma}} \big|_{x=0} = |dx|_{\tilde{\gamma}} \big|_{x=0} \). The work required is done in Appendix C.3, where we show that

\[ K \big|_{x=0} = \frac{3}{\sqrt{2a_a}} \big|_{x=0} = -3a \]  
(C.54)

This leads to

\[ \chi_{AB} = \frac{6}{K} \tilde{\lambda}_{AB} \]  
(C.55)

(recall that for hyperboloidal data sets \( K \) has no zeros on \( \mathcal{I} \), cf., e.g., [4]). This is not quite the desired corner condition yet because of the following problem: in Equation (C.55) a conformal gauge has been used, in which the conformal factor \( \omega \) equals the Bondi coordinate \( x \); however, \( x \) is not known in terms of the initial data so far. In order to obtain an (approximate) formula for \( x \), let \( \tilde{\gamma} \) be any representative of the conformal class of \( \tilde{\gamma} \), and let \((x^0, y^A)\) be a Gauss coordinate system for \( \tilde{\gamma} \) near \( \partial S \), with \( y^A = x^A \) at \( \partial \mathcal{I} \) (recall that \( x^A|_{\partial \mathcal{I}} \) has already been constructed in terms of initial data); we thus have

\[
g = (x^0)^{-2} \left( \tilde{d} (x^0)^2 + \tilde{\gamma}_{AB} dy^A dy^B \right) ,
\]

for some smooth up-to-boundary function \( \phi \) without zeros. Set

\[
\psi^{-2} \equiv \left( \frac{\det \tilde{\gamma}_{AB}}{\det \tilde{h}_{AB}} \right) \bigg|^{(1)} \tilde{x} \equiv (x^0) \phi \psi ;
\]

(C.56)

there is a neighbourhood of \( \partial \mathcal{I} \) on which \((\tilde{x}, y^A)\) can be used as coordinates. Choosing \((\tilde{x})^{-2}\) as the new conformal factor, replacing \( \tilde{\gamma} \) by \((\tilde{x}/\tilde{x})^2 \tilde{\gamma} \), and still denoting by \( \tilde{\gamma} \) the resulting metric, we have

\[
g = (x^0)^{-2} \left( \tilde{\gamma}_{33} d (x^0)^2 + O(x^0) d (x^0) dy^A + \tilde{\gamma}_{AB} dy^A dy^B \right) ,
\]

(C.57)

with

\[
\sqrt{\frac{\det \tilde{\gamma}_{AB}}{\det \tilde{h}_{AB}}} = 1 + O((\tilde{x})^2) .
\]

(C.58)
It follows from the above, and from the construction of Bondi coordinates on \( M \) as described \( \text{e.g.} \) in [44], that

\[
\begin{align*}
    x^1 &= x + O(x^2), \\
    y^A &= x^A + O(x).
\end{align*}
\] (C.59)

Equations (C.57) and (C.59) show that the extrinsic curvature \( \tilde{\lambda}_{AB} \) of \( \partial \mathcal{F} \) calculated in the conformal gauge (C.56)–(C.57) coincides with that calculated in the Bondi conformal gauge (C.47). Equation (C.55) allows one thus to relate the Bondi function \( \chi_{AB} \) to the extrinsic curvature \( \tilde{\lambda}_{AB} \) of \( \partial \mathcal{F} \), calculated in any conformal gauge in which (C.57)–(C.59) hold.

From what has been said, and from the results described in [4], we obtain the following proposition:

**Proposition C.2.1** For any symmetric trace-free tensor field \( \psi_{AB} \) on \( S^2 \) there exists a vacuum space-time containing a hyperboloidal hypersurface \( \mathcal{F} \) with compact interior such that the Bondi tensor field \( \chi_{AB} \) at \( \{u_0\} \times \partial \mathcal{F} \) equals \( \psi_{AB} \).

This result is not quite satisfactory yet because one expects, on the basis of the work of Bondi et al. [25], as extended by Friedrich and Kánár [59, 60, 88], that for any one-parameter family of symmetric trace-free tensor fields \( \psi_{AB}(u) \) on \( S^2 \), \( u \in [u_1, u_0] \), one should be able to find \( \epsilon > 0 \) and a vacuum space-time containing a hyperboloidal hypersurface \( \mathcal{F} \) with compact interior such that the Bondi tensor field \( \chi_{AB} \) on \( (u_0 - \epsilon, u_0] \times \partial \mathcal{F} \) equals \( \psi_{AB} \) \( \wedge \mathit{u}_0 \) (compare [43, Lemma III.1]). The proof of such a result would establish the uniqueness of the Trautman–Bondi mass in the class of monotonic Hamiltonians discussed in Section 5.10. In order to prove this, one would need to

1. work out the general form of the corner conditions at all orders, and
2. check that each of those conditions can be satisfied by an appropriate choice of hyperboloidal initial data \( (\Sigma, g, K) \). The problem here arises from the constraint equations, which have to be satisfied by the initial data. We expect that the results in [5, 6] can be used to show that no obstructions arise.

As a step towards the proof of such results, we note here the following form of the next corner condition, as worked out in Appendix C.3:

\[
\partial_u \chi_{AB} = \left\{ -4\hat{n} \left[ T S (xK_{AB}) \right] + \hat{n}(K)\chi_{AB} - 2K^2T S ((K^{-2})_{\parallel AB}) \right\} \bigg|_{x=0}.
\]

(In this formula we have assumed that \( \alpha \) is constant on \( \mathcal{F}^+ \).)

### C.3 Bondi coordinates vs hyperboloidal initial data

The object of this section is to derive formulae which allow one to read the Bondi functions from hyperboloidal initial data. While this has some interest
of its own, it is also needed to obtain explicit — or recursive — equations for the corner conditions.

Consider, thus, a space-time metric of the Bondi form (5.93); if we introduce a new coordinate\(^1\) \(\omega\) by the formula
\[
\omega := u - \alpha(x, \theta, \varphi),
\]
then the metric induced on the level sets of \(\omega\) has the following coordinate components:

\[
\begin{align*}
\gamma_{xx} &= 2x^2e^{-2\beta}\alpha_x + (x^{-2}h_{AB}U^AU^B - xV^2\beta)\alpha_x^2 \\
&= 2x^2\alpha_x + O(1), \\
\gamma_{xA} &= x^{-2}e^{-2\beta}\alpha_A - x^{-2}h_{AB}U^A\alpha_x + (x^{-2}h_{CB}U^CU^B - xV^2\beta)\alpha_x\alpha_A \\
&= x^{-2}\alpha_A + O(1), \\
\gamma_{AB} &= (x^{-2}h_{CD}U^CU^D - xV^2\beta)\alpha_A\alpha_B - x^{-2}(\alpha_Ah_{BC}U^C + \alpha_Bh_{AC}U^C) \\
&+ x^{-2}h_{AB} = x^{-2}\tilde{h}_{AB} + x^{-1}\chi_{AB} + O(1).
\end{align*}
\]

We emphasize that the function \(\alpha\) is uniquely determined by the choice of a Bondi coordinate system and a hyperboloidal initial data set, but this relation is highly non-trivial, and the first aim of the calculations presented here is to obtain equations which allow us to determine an asymptotic expansion for \(\alpha\); once this is done, the Bondi functions and the corner conditions will follow.

To calculate the extrinsic curvature tensor of the level sets of \(\omega\),
\[
K_{kl} = -N\Gamma^\omega_{kl},
\]
we need to calculate the lapse function \(N \equiv 1/\sqrt{-g(\nabla\omega, \nabla\omega)}\) as well as the relevant Christoffel symbols; one has
\[
N^{-2} = 2x^2e^{-2\beta}\alpha_x - x^2h^{AB}\alpha_A\alpha_B - Vx^2e^{-2\beta}\alpha_x^2 - 2x^2e^{-2\beta}U^A\alpha_x \\
= 2x^2\alpha_x - x^2\tilde{h}^{AB}\alpha_A\alpha_B + x^3\chi^{AB}\alpha_A\alpha_B + O(x^4),
\]
and we note that spacelikeness of \(\mathcal{J}\) is equivalent to \(2\alpha_x - \tilde{h}^{AB}\alpha_A\alpha_B > 0\).

The transformation rules for the Christoffel symbols give
\[
\Gamma_{AB}^c = \Gamma_{AB}^c - \alpha_k\Gamma_{AB}^k + \alpha_A\alpha_B + \alpha_A\alpha_B(\Gamma_{uu}^u - \alpha_k\Gamma_{uu}^k) + (\Gamma_{uA}^u - \alpha_k\Gamma_{uA}^k)\alpha_B + (\Gamma_{uB}^u - \alpha_k\Gamma_{uB}^k)\alpha_A,
\]
\(\)\(^1\) We hope that the conflict of notation between the coordinate \(\omega\) here, and the three-dimensional conformal factor denoted by \(\omega\) elsewhere in this paper, will not confuse the reader.
\[ \Gamma^\omega_{x\beta} = \Gamma^u_{x\beta} - \alpha_k \Gamma^k_{x\beta} + \alpha_{\beta} \alpha_{\omega} \left( \Gamma^u_{u\beta} - \alpha_k \Gamma^k_{u\beta} \right) \]  
\[ + \left( \Gamma^u_{ux} - \alpha_k \Gamma^k_{ux} \right) \alpha_{\beta} + \left( \Gamma^u_{u\beta} - \alpha_k \Gamma^k_{u\beta} \right) \alpha_x, \]  
\[ \Gamma^\alpha_{xx} = \Gamma^u_{xx} - \alpha_k \Gamma^k_{xx} + \alpha_{xx} + 2 \left( \Gamma^u_{ux} - \alpha_k \Gamma^k_{ux} \right) \]  
\[ + 2 \left( \Gamma^u_{ux} - \alpha_k \Gamma^k_{ux} \right) \alpha_x. \]  

To calculate those objects, we recall Equation (5.7),

\[ \Gamma^\alpha_{\mu\nu} = B^\alpha_{\mu\nu} - p^\alpha_{\mu\nu} + \delta^\alpha_{(\mu} \Gamma^{\nu)}_{\sigma} - \delta^\alpha_{(\mu} B^\nu_{\nu)\sigma}. \]

From the identity \( \Gamma^\alpha_{\mu\nu} = \partial_\mu \ln(\det g_{\alpha\beta})/2 \) one finds

\[ \Gamma^\alpha_{\sigma\nu} - B^\alpha_{\nu\sigma} = 2 \partial_\alpha \beta, \]

and using the formulae for \( B^3_{\beta\gamma} \) and \( p^3_{\beta\gamma} \) of Appendix C.1 we obtain

\[ \Gamma^u_{uu} - \alpha_k \Gamma^k_{uu} = -p^u_{uu} + \alpha_k p^k_{uu} + 2 \partial_\alpha \beta = O(x^2), \]  
\[ \Gamma^u_{uA} - \alpha_k \Gamma^k_{uA} = -p^u_{uA} + \alpha_k p^k_{uA} - \alpha_k \partial_\alpha \beta + \partial_\beta \partial_\alpha \beta = -\frac{1}{2} \epsilon_{\alpha\beta} \partial_\gamma h_{\alpha\beta}^AB + O(x^2), \]  
\[ \Gamma^u_{ux} - \alpha_k \Gamma^k_{ux} = -p^u_{ux} + \alpha_k p^k_{ux} + \beta_x = O(x^2), \]  
\[ \Gamma^u_{xx} = -p^u_{xx} = 0, \quad \Gamma^u_{xA} = -p^u_{xA} = 0, \]

\[ \Gamma^u_{AB} = B^u_{AB} - p^u_{AB} \]
\[ = \frac{1}{2} e^{-2\beta} x^2 (x^2 h_{AB})_{,x} = x^{-1} h_{AB} + \frac{1}{2} \chi_{AB} + O(x^2), \]

\[ \Gamma^x_{AB} = B^x_{AB} - p^x_{AB} \]
\[ = \frac{1}{2} e^{-2\beta} \left[ U_{AB} + U_{AB} + \partial_\gamma h_{AB} + V x^3 h_{AB}, x - 2V x^2 h_{AB} \right] \]
\[ = x h_{AB} - \frac{1}{2} x^2 \partial_\gamma \chi_{AB} + O(x^2), \]

\[ \Gamma^A_{BC} = B^A_{BC} - p^A_{BC} + 2 \delta^A_{(B} \gamma \delta_{C)} \]
\[ = \frac{1}{2} e^{-2\beta} x^{2} U^A (x^2 h_{BC})_{,x} + T^A_{BC}(h) \]
\[ = T^A_{BC} - \frac{1}{2} \left( \chi_{AB} (x^2 h_{BC}) + \chi_{AC} (x^2 h_{BC}) - \chi_{AB} (x^2 h_{BC}) - \chi_{AC} (x^2 h_{BC}) \right) + O(x^2), \]

\[ \Gamma^x_{xx} = B^x_{xx} - p^x_{xx} + 2 \beta_x = -2 x^{-1} + 2 \beta_x, \]  
\[ \Gamma^x_{xx} = \frac{1}{2} e^{-2\beta} \left( 4 \chi_{AB} - \chi_{AB} \chi_{AB} - \chi_{AB} \chi_{AB} \right) + O(x^2). \]
\[ \Gamma^x_{xA} = B^x_{xA} - p^x_{xA} + \beta_{xA} = -\frac{1}{2} e^{-2\beta} h_{AB} U^B_{,x} + \beta_{xA} \]
\[ = \frac{1}{2} x\chi^B_{A||B} + O(x^2) \text{,} \quad (C.73) \]
\[ \Gamma^A_{xx} = B^A_{xx} - p^A_{xx} = 0 \text{,} \quad (C.74) \]
\[ \Gamma^A_{xB} = B^A_{xB} - p^A_{xB} + \delta^A_{B} \beta_{x} = -x^{-1} \delta^A_{B} + \frac{1}{2} h^{AC} h_{CB,x} \]
\[ = -x^{-1} \delta^A_{B} + \frac{1}{2} \chi^A_{B} + O(x^2) \text{.} \quad (C.75) \]

Inserting the above in (C.62)–(C.64), one arrives at
\[ \Gamma^\omega_{AB} = x^{-1} h_{AB} + \frac{1}{2} \chi_{AB} + \alpha_{AB} - x\alpha_{x} (h_{AB} - \frac{1}{2} \partial_u \chi_{AB}) \]
\[ + \frac{1}{2} x\alpha_{x} \left( \chi^{CD} h^{A}_{CD} + \chi_{AB} || \chi^C_{B||} - \chi^C_{B||A} - \chi^C_{A||B} \right) \]
\[ - \frac{1}{2} x\alpha_{x} \left( \partial_u \chi^A_{A} + \partial_u \chi^B_{B} \right) + O(x^2) \text{,} \quad (C.76) \]
\[ \Gamma^\omega_{xx} = 2x^{-1} \alpha_{x} + \alpha_{xx} - 2x\beta_{x} + O(x^2) \text{,} \quad (C.77) \]
\[ \Gamma^\omega_{xA} = x^{-1} \alpha_{A} + \alpha_{xA} - \frac{1}{2} \alpha_{A} \chi^B_{A} - \frac{1}{2} x\alpha_{x} \left( \chi^A_{A||B} + \partial_u \chi^B_{A} \alpha_{B} \right) + O(x^2) \text{.} \quad (C.78) \]

We have the following implicit formulae for the inverse of the metric induced on \( S \):
\[ \frac{1}{\gamma_{xx}} = x^{-2} \left[ 2\alpha_{x} - h^{AB} \alpha_{A} \alpha_{B} + x\chi^{AB} \alpha_{A} \alpha_{B} + O(x^2) \right] \text{,} \quad (C.79) \]
\[ - \frac{\gamma^xA}{\gamma_{xx}} = \alpha^A - x\chi^{AB} \alpha_{B} + O(x^2) \text{,} \quad (C.80) \]
\[ \gamma^{AB} = 2\gamma^{AB} + \frac{\gamma^xA \gamma^xB}{\gamma_{xx}} \text{,} \quad (C.81) \]

where \( 2\gamma^{AC} \gamma_{CB} = \delta^A_{B} \), so that
\[ 2\gamma^{AB} = x^2 \left[ h^{AB} - x\chi^{AB} + O(x^2) \right] \text{.} \]

In order to calculate the trace of the intrinsic curvature tensor of the level sets of \( \omega \), from (C.79)–(C.81) we obtain
\[- \frac{\gamma^{kl} K_{kl}}{N \gamma^{xx}} = \Gamma_{xx}^\omega + 2 \frac{\gamma_{xB}}{\gamma_{xx}} \Gamma_{xx}^B + \frac{\gamma_{xA}}{\gamma_{xx}} \Gamma_{xx}^B + 2 \frac{\gamma_{AB}}{\gamma_{xx}} \Gamma_{xx}^B \ . \tag{C.82} \]

In what follows we will assume that \( \alpha_A = O(x) \) — such Bondi coordinates can always be constructed. It follows from Equations (C.60)–(C.64) and (C.82) that we can explicitly calculate all the derivatives of \( \alpha \) at \( x = 0 \) in terms of the initial data. For example, Equations (C.61), (C.82) and (C.60) lead to

\[
N = \frac{1}{x \sqrt{2 \alpha_x} + O(x^2)} ,
\]

\[
K \equiv \gamma^{kl} K_{kl} = - \frac{1}{\sqrt{2 \alpha_{xx}}} \left[ 3 + x \frac{\alpha_{xx}^2}{2 \alpha_x} + O(x^2) \right] . \tag{C.83} \]

This shows that

\[
\alpha_x \bigg|_{x=0} = \frac{9}{2K^2} , \tag{C.84} \]

\[
\alpha_{xx} \bigg|_{x=0} = - \frac{1}{2} \left( \frac{3}{K} \right)^3 K_x , \tag{C.85} \]

Let, as in Appendix C.2, \( \tilde{n} \) be the field of \( \tilde{\gamma} \)-unit normals to \( \partial \mathcal{S} \), from Equation (C.52) we thus obtain

\[
\tilde{n}(\alpha) = - \frac{3}{2K} \bigg|_{x=0} ,
\]

which gives a somewhat more geometric form of Equation (C.84). We note the formula, which follows from Equation (C.60),

\[
K_{AB} = - \frac{1}{x^2 \sqrt{2 \alpha_x}} \left( \tilde{h}_{AB} + \frac{1}{2} \chi_{AB} + O(x^2) \right) , \tag{C.86} \]

and which shows that \( \chi_{AB} \) can also be read-off from \( K_{AB} \). (This equation can be used to obtain an alternative form of the first order corner condition; one can use the results in [5] to check that the resulting equation is indeed consistent with (C.55).) To obtain the next order corner condition one needs a higher order version of Equation (C.86):

\[
K_{AB} = - N \left\{ \frac{1 - x^2 \alpha_x}{x} \tilde{h}_{AB} + \frac{1}{2} \chi_{AB} + \alpha_{AB} + \frac{1}{2} x \alpha_x \partial_u \chi_{AB} + O(x^2) \right\} .
\]

Let \( TS(t_{AB}) := t_{AB} - \frac{1}{2} \tilde{h}^{CD} t_{CD} \tilde{h}_{AB} \) be the trace free part of \( t_{AB} \); we then have

\[
x TS(K_{AB}) = - \frac{1}{\sqrt{2 \alpha_x}} TS \left\{ \frac{1}{2} \chi_{AB} + \alpha_{AB} + \frac{x}{2} \alpha_x \partial_u \chi_{AB} + O(x^2) \right\} . \tag{C.87} \]

Calculating \( x \alpha_x \partial_u \chi_{AB} \) from (C.87) and differentiating in \( x \), one obtains
\[ \partial_u \chi_{AB} = -\frac{2}{\alpha_x} \left\{ \partial_x \left[ \sqrt{2\alpha_x xTS(K_{AB})} \right] + TS(\alpha_x\|_{AB}) \right\} \bigg|_{x=0} \]
\[ = \left\{ \frac{4K}{3} \partial_x \left[ TS(xK_{AB}) \right] - \frac{K}{3} K_{x\chi_{AB}} - 2K^2TS ((K^{-2})_{AB}) \right\} \bigg|_{x=0} \]
\[ = \left\{ -4\bar{n} \left[ TS(xK_{AB}) \right] + \bar{n}(K)_{\chi_{AB}} - 2K^2TS ((K^{-2})_{AB}) \right\} \bigg|_{x=0} . \tag{C.88} \]

Here we have used (C.84) and (C.85) to eliminate \( \alpha_x \) and \( \alpha_{xx} \). This gives the desired corner condition, when the right-hand side of (C.88) is calculated in any coordinate system \((x, y^A)\) which agrees with the Bondi coordinate system on \( \mathcal{I}^+ \) one order higher than in (C.59). One can obtain one such coordinate system \((\bar{x}, y^A)\) starting from the form (C.57) of the metric \( g \): one needs, first, to readjust the \( y^A \)'s of (C.57) by setting
\[ y^A \to y^A + x\bar{h}_{AB}(\alpha_B - \bar{\gamma}_{AB}) . \]

This preserves (C.57)–(C.59). Next, one sets
\[ \psi^{-2} \equiv \sqrt{\frac{\det \bar{\gamma}_{AB}}{\det h_{AB}}} = 1 + O((\bar{x})^2) , \quad \bar{x} \equiv \bar{\psi} . \tag{C.89} \]

A conformal rescaling of \( \bar{\gamma} \) leads then to
\[ g = (\bar{x})^{-2} \left( \bar{\gamma}_{AB}d(\bar{x})^2 + 2[\alpha_A + O((\bar{x})^2)]d\bar{x} dy^A + \bar{\gamma}_{AB}dy^A dy^B \right) , \tag{C.90} \]
with
\[ \sqrt{\frac{\det \bar{\gamma}_{AB}}{\det h_{AB}}} = 1 + O((\bar{x})^4) . \tag{C.91} \]

It can be checked that we have the desired property
\[ \bar{x} = x + O(x^3) , \quad y^A = x^A + O(x^2) . \tag{C.92} \]

Proceeding as above, one can iteratively construct coordinates which agree with the Bondi ones to infinite order, using Borel’s summation. The higher order corner conditions can be obtained by \( u \) differentiating the formula for \( K_{AB} \) that follows from (C.60) and (C.62), and by using the vacuum Einstein equations to recursively replace time derivatives of the various fields by space-derivatives of the initial data.

### C.4 The calculation of the \( W^{x\mu} \)'s

In this Appendix we shall present the details of the calculation of \( W^{x\mu} \), for any \( X \) satisfying the conditions that \( X^x, x^{-1}X^x, X^A \) extend continuously to \( \mathcal{I}^+ \). From the definition (5.17) we have
\[W^A = X^u \left[ g^{\mu x} p^A_{\mu u} - g^{\mu A} p^x_{\mu u} \right] - g^{\alpha x} X^A_{\alpha} + \hat{g}^{\alpha A} X^A_{\alpha} \]
\[+ X^x \left[ g^{\mu x} p^A_{\mu x} - g^{\mu A} p^x_{\mu x} - g^{\mu x} p^A_{\mu x} + \frac{1}{3} g^{\mu A} p^x_{\mu x} \right] \]
\[+ X^B \left[ g^{\mu x} p^A_{\mu B} - g^{\mu A} p^x_{\mu B} + \left( g^{\mu x} p^x_{\mu B} - \frac{1}{3} g^{\mu x} p^x_{\mu B} \right) \delta^A_B \right] \]
\[(C.93)\]

Equations (5.98)–(5.100) give the following:
\[x^{-2} U^A = - \frac{1}{2} \chi^{AB} \parallel B + x \left( 2N_A + \frac{1}{2} \chi^{AB} \chi^{BC} \parallel C + \frac{1}{16} (\chi^{CD} \chi^{CD} \parallel A) \right) + O(x^2) , \]
\[(C.94)\]
\[h_{AB} = \hat{h}_{AB} + x \chi_{AB} + \frac{1}{2} x^2 \chi_{AB} \chi_{CB} + O(x^3) , \]
\[(C.95)\]
\[h^{AB} = \hat{h}^{AB} - x \chi^{AB} + \frac{1}{2} x^2 \chi^{AC} \chi^{CB} + O(x^3) , \]
\[(C.96)\]
\[\beta = - \frac{1}{32} x^2 \chi^{AB} \chi_{AB} + O(x^3) , \]
\[(C.97)\]
\[V = x^{-1} - 2M + O(x) . \]
\[(C.98)\]

Somewhat tedious calculations, using those equations together with formulae in Appendix C.1, lead to
\[g^{\mu x} p^A_{\mu u} - g^{\mu A} p^x_{\mu u} = \frac{\sin \theta}{16\pi} x^{-2} U^A + O(x) , \]
\[g^{\mu x} p^A_{\mu x} - g^{\mu A} p^x_{\mu x} - g^{\mu x} p^A_{\mu x} + \frac{1}{3} g^{\mu A} p^x_{\mu x} = \]
\[= - \frac{\sin \theta}{16\pi} \left( \frac{1}{2} U^A_{\parallel x} - \chi^{AB} \parallel B \right) + O(1) , \]
\[g^{\mu x} p^A_{\mu B} - g^{\mu A} p^x_{\mu B} + \left( g^{\mu x} p^x_{\mu B} - \frac{1}{3} g^{\mu x} p^x_{\mu B} \right) \delta^A_B = \]
\[= - \frac{\sin \theta}{16\pi} \left[ x^{-2} h^{AC} h_{CB} + x^{-2} U^A_B \parallel A - x^{-2} \beta - x^{-2} U^C \parallel C \right] + O(x) . \]

We note that the underlined term in this last equation gives a potentially divergent contribution to the integrals involving boost, as well as rotational, background Killing vectors. Further,
\[\Delta g^{\alpha x} X^A_{\alpha} - \Delta g^{\alpha A} X^x_{\alpha} = \]
\[= \frac{\sin \theta}{16\pi} \left( 2MX^A - \frac{1}{2} X^A \parallel B \chi^{BC} \parallel C + \chi^{AB} X_B + x^{-1} X^x \parallel B \chi^{AB} \right) + O(x) . \]

It follows that
\[ \mathcal{W}^{Ax} - \mathcal{W}^{Ax} \bigg|_{g=b} = \frac{\sin \theta}{16\pi} \left\{ X^u \frac{1}{2} \chi^{AB} \|_B - x^{-1} X^x \frac{3}{2} \chi^{AB} \|_B + \right. \\
+ X^B \left[ \frac{x^{-1} \chi^{AB} \|_B + \delta^B_A}{8} \chi^{CD} \|_D + \frac{1}{2} \chi^{CD} \|_D - \frac{1}{2} \chi^{BC} \|_C - \chi^{AC} \chi^{CB} \right] + \\
+ \left[ 2M X^A - \frac{1}{2} X^A \chi^{BC} \|_C + \chi^{AB} X_B + x^{-1} X^x \chi^{AB} \|_B \right] \bigg\} + O(x) . \]

To obtain Equations (6.14) and (6.19), we note that it follows from Equations (C.94)–(C.98) that some of the relevant terms in (5.114) have the following behaviour:

\[ x^{-2} - x^{-2} e^{2\beta} h^{AB} \hat{h}_{AB} = -\frac{3}{8} \chi^{AB} \chi^{AB} + O(x) , \]

\[ x^{-2} - \frac{2M}{x} X^B, x = -x^{-1} \chi^{AB} \|_B + 6N_A + \frac{1}{2} \chi^{AB} \chi^{BC} \|_C + \frac{3}{16} \left( \chi^{CD} \chi^{CD} \right) \|_A + O(x) , \]

which gives:

\[ \mathcal{W}^{Fu}_{x} - \mathcal{W}^{Fu}_{u} \bigg|_{g=b} = \frac{\sin \theta}{16\pi} \left\{ \left( 4M - \chi^{AB} \|_B \right) X^u + \frac{1}{2} \left( X^u \chi^{AB} \|_B \right) \right. \\
+ x^{-1} X^A \chi^{AB} \|_B - \frac{3}{8} \left. x^{-1} X^x \chi^{AB} \|_B \right) \\
\left. \left( 6N_A + \frac{1}{2} \chi^{AB} \chi^{BC} \|_C + \frac{3}{16} \left( \chi^{CD} \chi^{CD} \right) \|_A \right) X^A \right\} \]

(Recall that \( \mathcal{S} \equiv \partial \mathcal{S} \).) In this equation the derivatives \( \| \) and \( \partial_u \) are derivatives with respect to the appropriate variables; however, in the above integral all the fields are taken at \( u = \alpha(x = 0, x^A) \), while the partial derivatives are calculated before substituting this relation, \( e.g. \) for a function \( f \) we have

\[ \partial_A f(u, x^B) \bigg|_{u=0} \neq \partial_A f(\alpha(x^B), x^B) = \partial_A f(u, x^B)\bigg|_{u=0} + \partial_u f(\alpha, x^B)\alpha_A . \]

C.5 Transformation rules of the Bondi functions under supertranslations

In this appendix we wish to derive the transformation laws of the Bondi functions under supertranslations. We consider a metric of the form (5.93),
and we suppose that Equations (5.98)–(5.100) hold. As elsewhere, the symbol \( x \) denotes \( 1/r \). From (C.4)–(C.8) and (5.98)–(5.100) one finds that the covariant (inverse) metrics has the following asymptotics

\[
g(dx, dx) = x^4 (1 - 2Mx) + O(x^6),
\]

\[
g(dx, du) = x^2 \left( 1 + \frac{1}{16} x^2 \chi^{AB} x_{AB} \right) + O(x^5),
\]

\[
g(dx, dx^A) = x^4 \left[ -\frac{1}{2} \chi^{AB} x_{AB} + x (2N^A + B^A) \right] + O(x^6),
\]

\[
g(dx^B, dx^A) = x^2 \left[ \dot{h}^{AB} - x \chi^{AB} + \frac{1}{2} x^2 \chi^{AC} \chi^B_C \right] + O(x^5),
\]

where

\[
B^A := \frac{1}{2} \chi^A_B \chi^{BC} + \frac{1}{16} (\chi^{CD} \chi_{CD}) x^A. \quad (C.106)
\]

We consider coordinate transformations of the form

\[
\bar{u} = u - \lambda + xu_1 + x^2 u_2 + x^3 u_3 + \ldots, \quad (C.107)
\]

\[
\bar{x} = x + x^2 \rho_2 + x^3 \rho_3 + \ldots, \quad (C.108)
\]

\[
\bar{x}^A = x^A + x x^A_1 + x^2 x^A_2 + x^3 x^A_3 + \ldots, \quad (C.109)
\]

which preserve the Bondi conditions:

\[
g(d\bar{u}, d\bar{u}) = g(d\bar{u}, dx^A) = 0, \quad (C.110)
\]

\[
det (\bar{x}^{-2} g(dx^B, dx^A)) = \sin \theta. \quad (C.111)
\]

With some work one finds

\[
x^A_1 = \lambda x^A, \quad u_1 = -\frac{1}{2} \lambda x^B \chi_{AB} \lambda^B, \quad (C.112)
\]

\[
x^A_2 = \frac{1}{2} \chi^{AB} \partial_B (\lambda x^A) + \frac{1}{4} \left( \lambda x^B \chi x^A \right)^{\lambda B} - \frac{1}{2} \lambda x^B \chi^{AB}, \quad \rho_2 = \frac{1}{2} \Delta_2 \lambda, \quad (C.113)
\]

\[
u_2 = \frac{1}{4} \left[ \chi^{AB} \lambda_{AB} x^B - \lambda x^A (\chi^{AB} \lambda_{AB}) x^A \right], \quad (C.114)
\]

\[
\rho_3 = -\frac{1}{2} \chi^{AB} x_{AB} - \frac{1}{4} \chi^{AB} x_{AB} - \frac{1}{4} \chi x^{AB} x_{AB} + \frac{1}{4} \chi^{AB} x_{AB} x^A x^B + \frac{1}{2} \Delta_2 \lambda \chi x^B \lambda x^B, \quad (C.115)
\]

\[
x^A_3 = -\frac{1}{12} \lambda x^{BC} \chi x_{BC} - \frac{1}{12} \chi x^{BC} \lambda x^B \lambda x^C + W_3 (\dot{\gamma} \lambda, \ddot{\gamma}^2 \lambda, \dddot{\gamma}^3 \lambda, \dot{\gamma}, \chi),
\]

where \( W_3 \) is a polynomial of degree 3. For our purposes only the time derivative \( x^A_3 \) of \( x^A_3 \) matters rather than \( x^A_3 \) itself, equal to
The desired transformation law for $x^A_3$ is

\[
\dot{x}^A_3 = -\frac{1}{12} \chi^{CB} \lambda_{||C}B^A - \frac{1}{12} \chi^{CA} \lambda_{||C}B^A - \frac{1}{12} \chi^{CB} \lambda_{||C}B^A - \frac{1}{12} \chi^{CA} \lambda_{||C}B^A - \frac{1}{12} \chi^{CB} \lambda_{||C}B^A - \frac{1}{12} \chi^{CA} \lambda_{||C}B^A.
\]

Using the definition (C.106) together with Equations (C.117)-(C.118) we obtain the following transformation rules for the Bondi functions:

\[
\hat{\chi}_{AB} = \chi_{AB} - 2\lambda_{||AB} + \hat{h}_{AB}\Delta_2 \lambda,
\]

\[
\hat{\nabla}_B \hat{\chi}^{AB} = \chi^{AB} - 2\dot{x}_2 - 2\rho_2 - 2x_1^A,
\]

\[
\hat{\nabla}_A = \nabla_A + \lambda_{,AB} \partial_u.
\]

Using the definition (C.106) together with Equations (C.117)-(C.118) we obtain the following transformation law for $B^A$:

\[
B^A = B^A + \left(\alpha_{||AB} - \frac{1}{2} \delta^A_{||B} \Delta_2 \alpha\right) \left[(\Delta_2 + 2)\alpha\right] + \frac{1}{4} \left[\alpha_{||CD} \alpha_{||CD} - \frac{1}{2} (\Delta_2 \alpha)^2\right]\]

\[
+ \frac{1}{8} \alpha_{||AB} \chi_{CD} \alpha_{||CD} + \frac{1}{4} \alpha_{||CD} \alpha_{||CD} - \frac{1}{4} \left(\chi_{CD} \alpha_{||CD}\right)\]

\[
+ \frac{1}{2} \alpha_{||CD} \chi^{BC} \left(\chi^{AB} - 2\alpha_{||AB} + \delta^A_{||B} \Delta_2 \alpha\right) - \frac{1}{2} \chi^{AB} \left[(\Delta_2 + 2)\alpha\right] - \frac{1}{2} \chi^{AB} \left[(\Delta_2 + 2)\alpha\right] - \frac{1}{2} \nabla_A + \lambda_{,AB} \partial_u.
\]

The desired transformation law for $N^A$ follows now from the equations above:

\[
2\dot{N}^A = 2N^A - 2M\alpha_{||AB} + \frac{1}{4} \left(\chi^{BC} \alpha_{||BC}\right)\]

\[
+ \frac{1}{6} \alpha_{||CD} \chi^{AB} \chi_{BC} - \frac{1}{12} \left(\chi^{BC} \alpha_{||BC}\right) - \frac{1}{4} \left(\chi^{BC} \alpha_{||BC}\right).
\]
\[+ \frac{1}{3} \alpha \|C \chi^{AB} \|_{C} \|B \|_{B} + \frac{2}{3} \alpha \|C \chi^{AB} \|_{C} \|B \|_{B} - \frac{2}{3} \alpha \|A \|_{C} \chi^{BC} \|_{B} \]

C.6 Transformation rules of the Bondi functions under boosts

In this appendix we give a summary of the transformation rules of the Bondi functions under the following transformations of the “abstract Scri”

\[u \rightarrow \bar{u} = K u\, ,\] 

with \(K\) given by the equation

\[K := \sqrt{\frac{1 - \|v\|^2}{1 - v_k \bar{n}^k}} = \frac{1 + v_k \bar{n}^k}{\sqrt{1 - \|v\|^2}}\, ,\] 

as in Equation (6.45). The notation of Section 6.3 is used. These transformations correspond to asymptotic rotations or boosts of the physical space-time; we will refer collectively to those transformations as “boost transformations”.

Under (C.124) the metric \(\bar{\varpi}\) corresponding to the barred Bondi angular coordinates is conformally related to the metric \(\varpi\) as in (6.44),

\[\bar{\varpi} = K^2 \varpi\, .\] 

Using the symbols \(\Delta_2\) and \(\bar{\Delta}_2\) to denote the Laplace operators of \(\varpi\) and of \(\bar{\varpi}\), one easily checks the following identities for any smooth function \(f\):

\[\bar{\Delta}_2 f = \frac{\Delta_2 f}{K^2}\, , \quad \bar{\Delta}_2 (\Delta_2 + 2) (K f) = \frac{\Delta_2 (\Delta_2 + 2) f}{K^2}\, .\] 

The covariant derivatives of \(\bar{\varpi}\) and \(\varpi\) will be denoted respectively by \(\nabla\) and by \(\bar{\nabla}\):

\[\nabla \varpi = \bar{\nabla} \bar{\varpi} = 0\, .\] 

The respective Christoffel symbols are related to each other as follows:

\[\bar{T}^A_{BC} = \Gamma^A_{BC} + \delta^A_B (\ln K)_C + \delta^A_C (\ln K)_B - h_{BC} (\ln K)_D h^{AD}\, .\]

With some work one finds the following transformation rules for the objects of interest:
The shear $\chi_{AB}$ transforms as

$$\chi_{AB}(\tau, \theta, \phi) = \left(\frac{\chi_{AB}}{K^3}\right)(K(\theta, \phi)u, \theta, \phi).$$

The arguments ($\tau, \theta, \phi$, etc.) in all other equations should be understood in the same way as above, and will not be repeated in what follows. The last equation leads to

$$\nabla_A \chi^A_B = \frac{1}{K} \nabla_A (K \chi^A_B), \quad \nabla_A \nabla_B \chi_{AB} = \frac{1}{K^2} \nabla_A \nabla_B \chi_{AB},$$

$$\chi^A_B = \frac{\chi_{AB}}{K}, \quad \chi_{AB} = K \chi_{AB}, \quad \partial_u \chi_{AB} = \partial_u \chi_{AB}.$$

The mass aspect transforms as

$$\bar{M} = \frac{M}{K^3}.$$

A useful formula that follows from the above is the transformation law for the expression that appears in the formula for the Trautman-Bondi mass:

$$(4 \bar{M} - \nabla_A \nabla_B \chi_{AB}) \bar{\lambda} = \frac{(4 \bar{M} - \nabla_A \nabla_B \chi_{AB})}{K} \lambda,$$

where

$$\lambda = \sqrt{\det h_{AB}}.$$

Finally, the covector density $\lambda N_A$ is invariant under rescaling of $h$ by $K^2$;

$$\nabla_A \chi^A = \lambda N_A.$$

C.7 Bondi coordinates in the Kerr space-time

In this appendix we will construct an approximate Bondi coordinate system for the Kerr metric. This will allow us determine the Bondi functions, and to evaluate the proposed global charges. We start with the Boyer-Lindquist coordinates $(t, r, \theta, \phi)$ in which the metric functions $g_{\mu\nu}$ take the form [99, p. 878]

$$g_{tt} = -1 + \frac{2mr}{\rho^2}, \quad g_{t\phi} = -\frac{2mra \sin^2 \theta}{\rho^2}, \quad g_{rr} = \frac{\rho^2}{\Delta}, \quad g_{\theta\theta} = \rho^2,$$

$$g_{\phi\phi} = \sin^2 \theta \left(r^2 + a^2 + \frac{2mra^2 \sin^2 \theta}{\rho^2}\right).$$
where
\[ \rho^2 = r^2 + a^2 \cos^2 \theta, \quad \Delta = r^2 - 2mr + a^2. \]

The next step is to pass to generalized *outgoing* Eddington-Finkelstein coordinates \((\tilde{u}, r, \theta, \tilde{\varphi})\) (compare [99, p. 879]), implicitly defined through the equations
\[ d\tilde{u} = dt - \frac{r^2 + a^2}{\Delta} dr, \quad d\tilde{\varphi} = d\varphi - \frac{a}{\Delta} dr. \] (C.128)

Equation (C.128) leads to the following non-vanishing coefficients of the metric
\[ g_{\tilde{u}\tilde{u}} = -1 + \frac{2mr}{\rho^2}, \quad g_{\tilde{u}\tilde{\varphi}} = -\frac{2mra \sin^2 \theta}{\rho^2}, \quad g_{r\tilde{\varphi}} = a \sin^2 \theta, \quad g_{\theta\theta} = \rho^2, \]
\[ g_{\tilde{\varphi}\tilde{\varphi}} = \sin^2 \theta \frac{\Sigma^2}{\rho^2} = \sin^2 \theta \left( r^2 + a^2 + \frac{2mra^2 \sin^2 \theta}{\rho^2} \right), \quad g_{\tilde{u}\tilde{u}} = -1, \]
\[ \Sigma^2 = (r^2 + a^2) - a^2 \Delta \sin^2 \theta, \quad \sqrt{-g} = \rho^2 \sin \theta. \]

The non-vanishing coefficients of the inverse metric read
\[ g^{\tilde{u}\tilde{u}} = \frac{a^2 \sin^2 \theta}{\rho^2}, \quad g^{\tilde{u}r} = -\frac{r^2 + a^2}{\rho^2}, \quad g^{\tilde{u}\tilde{\varphi}} = \frac{a}{\rho^2}, \quad g^{rr} = \frac{\Delta}{\rho^2}, \quad g^{r\tilde{\varphi}} = -\frac{a}{\rho^2}, \]
\[ g^{\theta\theta} = \frac{1}{\rho^2}, \quad g^{r\tilde{\varphi}} = \frac{1}{\rho^2 \sin^2 \theta}, \quad \lambda = \sqrt{\det g_{AB}} = \Sigma \sin \theta, \]
and we have assumed that \(\Sigma\) is positive since we are only interested in the asymptotic region \(r \to \infty\). Introducing \(\tilde{x} := \frac{1}{r}\) we obtain:
\[ g^{\tilde{u}\tilde{u}} = \frac{a^2 \tilde{x}^2 \sin^2 \theta}{1 + a^2 \tilde{x}^2 \cos^2 \theta}, \quad g^{\tilde{u}\tilde{\varphi}} = \tilde{x}^3 \frac{1 + a^2 \tilde{x}^2}{1 + a^2 \tilde{x}^2 \cos^2 \theta}, \quad g^{\tilde{u}\tilde{\varphi}} = \frac{a \tilde{x}^2}{1 + a^2 \tilde{x}^2 \cos^2 \theta}, \]
\[ g^{rr} = \frac{1}{1 + a^2 \tilde{x}^2 \cos^2 \theta}, \quad g^{r\tilde{\varphi}} = \frac{a^4}{1 + a^2 \tilde{x}^2 \cos^2 \theta}, \quad g^{r\tilde{x}} = \frac{1}{\sin^2 \theta \left( 1 + a^2 \tilde{x}^2 \cos^2 \theta \right)}, \]
\[ g^{\theta\theta} = \frac{1}{1 + a^2 \tilde{x}^2 \cos^2 \theta}, \quad g^{\tilde{\varphi}\tilde{\varphi}} = \frac{a^2 \tilde{x}}{1 + a^2 \tilde{x}^2 \cos^2 \theta}. \]

A coordinate system asymptotic to a Bondi one is obtained by the following modification of \(\tilde{u}\) and \(\tilde{\varphi}\):
\[ \tilde{u} = \tilde{u} - \frac{1}{2} a^2 \tilde{x} \sin^2 \theta, \quad \tilde{\varphi} = \tilde{\varphi} - a \tilde{x} \mod 2\pi. \]

It should be stressed that the new angular coordinate \(\tilde{\varphi}\) is obtained from \(\tilde{\varphi}\) by performing an \(\tilde{x}\)-dependent rotation, which corresponds to a smooth map of space-time into itself. One finds
\[ g^{\tilde{u}\tilde{u}} = O(\tilde{x}^4), \quad \tilde{x}^{-1} g^{\tilde{u}\tilde{\varphi}} = O(\tilde{x}^3), \quad \tilde{x}^{-2} g^{\tilde{u}\tilde{\varphi}} = 1 + O(\tilde{x}^2), \]
\[ \tilde{x}^{-3}g^{\tilde{x}\phi} = 2ma\tilde{x}^2 + O(\tilde{x}^3) , \quad \tilde{x}^{-4}g^{\tilde{x}\tilde{x}} = \left[ 1 - 2m\tilde{x} + O(\tilde{x}^2) \right] , \]
\[ \tilde{x}^{-2}g^{\theta\theta} = \left[ 1 + O(\tilde{x}^2) \right] , \quad \tilde{x}^{-2}g^{\phi\phi} = \frac{1}{\sin^2 \theta} \left[ 1 + O(\tilde{x}^2) \right] . \]

It is not too difficult to check that the Bondi coordinate \( u \) asymptotic to \( \bar{u} \) will satisfy
\[ u = \bar{u} + O(\tilde{x}^4) , \]
with the error term behaving in the expected way under differentiation. Similarly the associated Bondi angular coordinate \( \varphi \) will be of the form
\[ \varphi = \tilde{\varphi} + O(\tilde{x}^4) , \]
while the variable \( x \) related to the Bondi radial coordinate \( r_{\text{Bondi}} \) by \( x := 1/r_{\text{Bondi}} \) will satisfy
\[ x = \tilde{x} + O(\tilde{x}^3) . \]

A straightforward calculation then shows that the associated coordinate transformation will not change the behaviour of the metric coefficients in the order that determines \( \chi_{AB}, M \) and \( N^A \). We thus obtain
\[ \chi_{AB} = 0 = N^\theta , \quad M = m , \quad N^{\bar{\phi}} = ma \ . \tag{C.129} \]

While this is not strictly necessary, we note the following coordinate system \((\bar{u}, \bar{x}, \bar{\theta}, \bar{\phi})\), which approaches a Bondi one faster than the previous one:
\[ \bar{u} = \tilde{u} - \frac{1}{2}x^2 a^2 \sin^2 \theta + \frac{1}{8}x^3 a^4 \sin^4 \theta , \]
\[ \bar{\varphi} = \tilde{\varphi} - x a + \frac{1}{3}x^3 a^3 \mod 2\pi , \]
\[ \sin \bar{\theta} = \sin \theta \left( 1 + \frac{1}{2}\tilde{x}^2 a^2 \cos^2 \theta \right) , \]
\[ \tilde{x}^2 = \tilde{x}^2 \left( 1 - \tilde{x}^2 a^2 \sin^2 \varphi \right) . \tag{C.130} \]

In the coordinates (C.130) we have:

- The coordinate \( \bar{u} \) approaches a lightlike one to high order in \( \tilde{x} \):
\[ g^{\bar{u}\bar{u}} = O(\tilde{x}^5) = g^{\bar{u}\bar{A}} . \]

- The function \( \beta \) can be determined to order \( O(\tilde{x}^3) \):
\[ g^{\bar{u}\bar{x}} = \bar{x}^2 + O(\tilde{x}^5) . \]
• We have
\[g^\phi = 2m\bar{x} + O(\bar{x}^5), \quad g^\theta = O(\bar{x}^6),\]
from which we can read \(U^A\) to high order, recovering \(N^A = ma\delta^A_\phi\).

• From
\[g^{\hat{A}\hat{B}} = \bar{x}^2 h^{\hat{A}\hat{B}} + O(\bar{x}^5)\]
we have of course again \(\chi_{AB} = 0\), while the term \(O(\bar{x}^5)\) suggests that the function \(C_{AB}\) from 8.4 [83, Equation 8.4, p.719] does not vanish.

• Finally
\[g^{\bar{A}\bar{B}} = \bar{x}^4 \left[1 - 2m\bar{x} + O(\bar{x}^2)\right], \quad g_{\bar{A}\bar{B}} = -1 + 2m\bar{x} + O(\bar{x}^3),\]
from which an approximation to \(V\) can be obtained, in particular we have \(M = m\).

### C.8 Conformal rescalings of ADM Cauchy data

Consider a time oriented (four-dimensional) space-time \((M, g)\), and let \(\mathcal{I} = i(\Sigma)\) be a spacelike hypersurface in \(M\) with induced metric \(\gamma = i^*g\). In this Appendix we recall the transformation formulae for the extrinsic curvature \(K_{ij}\) of \(i(\Sigma)\) under conformal rescalings. We set

\[L_{ij} \equiv \gamma^{ik}\gamma^{jl}K_{kl} - \frac{K}{3}\gamma^{ij}, \quad K \equiv \gamma^{kl}K_{kl}.\]  

Suppose that the metric \(g\) on \(M\) is conformally deformed by a factor \(\Omega\), \(\tilde{g}_{\mu\nu} = \Omega^{-2}g_{\mu\nu}\); we set
\[\omega \equiv \Omega \circ i, \quad \dot{\omega} \equiv n^\alpha \Omega_\alpha \circ i,\]  
where \(n^\alpha\) denotes the unit future pointing normal to \(i(\Sigma)\) in \((M, g)\). Let \(\tilde{\gamma}\) denote the metric induced on \(\Sigma\) by \(\tilde{g}\), let \(\tilde{L}_{ij}\) denote (the pull-back to \(\Sigma\) of) the trace-free part of the extrinsic curvature \(\tilde{K}_{ij}\) of \(i(\Sigma)\) in \((M, \tilde{g})\), and let, finally, \(\tilde{K}\) denote the trace of \(\tilde{K}_{ij}\):

\[\tilde{L}_{ij} \equiv \tilde{\gamma}^{ik}\tilde{\gamma}^{jl}\tilde{K}_{kl} - \frac{\tilde{K}}{3}\tilde{\gamma}^{ij}, \quad \tilde{K} \equiv \tilde{\gamma}^{kl}\tilde{K}_{kl}.\]  

A straightforward calculation gives
\[\tilde{L}^{ij} = \omega^3 L^{ij}, \quad \tilde{K} = \omega K - 3\dot{\omega}.\]  

If we set, analogously to (5.31),
\[\tilde{\pi}^{kl} := \sqrt{\det \tilde{\gamma}_{mn}} (\tilde{\gamma}^{ij} K_{ij} - K^{kl}),\]  
we obtain
\[\pi^{kl} = \tilde{\pi}^{kl} - 2\sqrt{\det \gamma_{mn}}\tilde{\gamma}^{kl}\omega \dot{\omega}.\]
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