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An explicit formula for an arbitrary function of the evolution operator is derived. With its use, the continuous analog of the Baker–Campbell–Hausdorff problem is solved. The application of this result to the quantum theory of scattering leads to a new closed expression for the phase shifts in every order of perturbation theory.

I. INTRODUCTION

In many branches of physics and mathematics we are led to study the evolution equation

\[
\frac{\partial}{\partial t} E(t, t_0) = A(t) E(t, t_0).
\] (1.1)

The purpose of this paper is the derivation of a new representation for an arbitrary function of \( E \), the evolution operator.\(^1\) Using this representation for the function \( \Omega = \ln E \), we obtain the solution of the continuous analog of the Baker–Campbell–Hausdorff problem (1), (2) in a closed form.

We discuss also briefly in this paper one of the most interesting applications of our result, namely, to the scattering theory in quantum mechanics, and we derive an explicit formula for the phase shifts in every order of perturbation theory.

The evolution equation (1.1) and the initial condition for the evolution operator,

\[
E(t_0, t_0) = 1,
\] (1.2)

are equivalent to the following integral equation

\[
E(t, t_0) = 1 + \int_{t_0}^{t} dt_1 A(t_1) E(t_1, t_0).
\] (1.3)

\(^1\) We shall call traditionally all objects like \( A(t) \), \( E(t, t_0) \) etc. the operators even though they need not be defined as operators in a vector space. All we shall need is that they form an associative algebra.
The formal iterative solution\(^2\) of this equation has the form
\[
E(t, t_0) = 1 + T(t, t_0) - 1 + \sum_{n=1}^{\infty} \int_{t_0}^{t} dt_n \cdots \int_{t_0}^{t} dt_1 A(t_n) \theta_{n,n-1} A(t_{n-1}) \cdots \theta_{21} A(t_1), \tag{1.4}
\]
where
\[
\theta_{kl} = \theta(t_k - t_l) = \begin{cases} 
1, & t_k \geq t_l, \\
0, & t_k < t_l. 
\end{cases} \tag{1.5}
\]

The infinite series (1.4) is often written in the form of Dyson's time-ordered exponential (3)
\[
E(t, t_0) = T \exp \left( \int_{t_0}^{t} dt_1 A(t_1) \right). \tag{1.6}
\]

This representation of the evolution operator has been successfully used in quantum theories, especially in quantum electrodynamics, to obtain approximate expressions for the transition amplitudes.

The exponential representation (1.6) of the evolution operator is generalized in this paper to an arbitrary function \(f(E - 1)\) of the evolution operator. Assuming, without any real loss of generality, that \(f(0) = 1\), we derive the following formula for \(f(E - 1)\),
\[
f(E - 1) = F \exp \left( \int_{t_0}^{t} dt_1 A(t_1) \right), \tag{1.7}
\]
where the ordering operation \(F\) depends on the function \(f\) and is a generalization of the time-ordering of Dyson.

In Section II we derive, with the use of a resolvent operator, a simple closed formula for \(f(E - 1)\), called by us the canonical representation. This canonical representation serves as an intermediate step in the derivation of (1.7), but has also some direct applications.

In Section III we introduce the concept of the \(F\)-ordering operation and we transform the canonical representation to the form (1.7). We study also in some detail the ordering operation \(L\) connected with the logarithm of the evolution operator.

In Section IV we apply our formulae for the logarithm of the evolution operator to the quantum theory of scattering. We discuss some advantages of using this

\(^2\) Problems of existence and convergence will not be investigated here. The formulae appearing in this paper should be understood as purely algebraic relations in the spirit of formal power series approach.
new representation for the phase operator in the scattering theory and we derive an explicit integral formula for the phase shift in every order of perturbation theory.

We restrict ourselves in this paper to an application in the scattering theory, but we think that our results can be also applied in other fields of physics and mathematics. To give just a few examples we may mention here possible applications to statistical physics (the Liouville equation, the master equation, the Bloch equation, the Boltzmann equation), to group theory (construction of group elements from generators) and to systems of ordinary differential equations.

II. THE CANONICAL REPRESENTATION

We show in this section, that every function $f$ of the evolution operator, which is analytic at $z = 0$, can be represented in the following canonical form

$$f(E - 1) = f(T) = f_0 + \sum_{n=1}^{\infty} \int_{t_0}^{t} dt_n \cdots \int_{t_0}^{t} dt_1 f_n(\Theta_n) A(t_n) \cdots A(t_1), \quad (2.1)$$

where

$$f_n(\Theta) = \frac{1}{2\pi i} \oint \frac{dz}{z^{n+1}} f(z)(1 + z)^{\Theta} \quad (2.2)$$

and

$$\Theta_n = \Theta_n(t_n, \ldots, t_1) = \theta_{n,n-1} + \theta_{n-1,n-2} + \cdots + \theta_{21}. \quad (2.3)$$

Function $\Theta_n$ takes on values $0, 1, \ldots, n - 1$ and we set $\Theta_1 = 0$ consistently.

The canonical form of $f(T)$ is most easily found with the use of the resolvent operator $R$,

$$R(t, t_0 ; \lambda) = \frac{1}{2} \int_{t_0}^{t} dt_1 A(t_1) + \sum_{n=2}^{\infty} \frac{1}{2\pi i} \int_{t_0}^{t} dt_n \cdots \int_{t_0}^{t} dt_1 A(t_n) \cdot (\epsilon_{n,n-1} + \lambda) A(t_{n-1}) \cdots A(t_2)(\epsilon_{21} + \lambda) A(t_1), \quad (2.4)$$

where $\lambda$ is a complex parameter and

$$\epsilon_{kt} = \epsilon(t_k - t_l) = 2\theta(t_k - t_l) - 1. \quad (2.5)$$

The resolvent operator $R$ reduces to $T$ when $\lambda$ is set equal to $1$.

$$R(t, t_0 ; \lambda)|_{\lambda=1} = \frac{1}{2} T(t, t_0). \quad (2.6)$$

$^3$ We shall drop the index $n$ and write $\Theta$, instead of $\Theta_n$, whenever it will not lead to a confusion.
The resolvent operator can be brought to the canonical form with the use of the following identity

\[ \frac{1}{2^n} (\epsilon,_{n-1} + \lambda) \cdots (\epsilon_2 + \lambda) = \frac{1}{2^n} (\lambda + 1)^\theta (\lambda - 1)^{n-\theta-1}. \]  

(2.7)

The operator \( R \) obeys the following simple differential equation.

\[ \frac{\partial}{\partial \lambda} R(t, t_0 ; \lambda) = R^2(t, t_0 ; \lambda). \]  

(2.8)

To prove this we write \( R \) in a symbolic form,

\[ R = \frac{1}{2} \int A + \frac{1}{4} \int A(\epsilon + \lambda) A + \frac{1}{8} \int A(\epsilon + \lambda) A(\epsilon + \lambda) A + \cdots. \]  

(2.9)

Using the dot to denote the product of two operators, which contain independent integrations with respect to \( t_n \ldots t_k \) and \( t_{k-1} \ldots t_1 \), we can write

\[ \frac{\partial R}{\partial \lambda} = \frac{1}{2} \int A \cdot \frac{1}{2} \int A + \frac{1}{2} \int A \cdot \frac{1}{4} \int A(\epsilon + \lambda) A + \frac{1}{4} \int A(\epsilon + \lambda) A \cdot \frac{1}{2} \int A \\
+ \frac{1}{2} \int A \cdot \frac{1}{8} \int A(\epsilon + \lambda) A(\epsilon + \lambda) A + \frac{1}{4} \int A(\epsilon + \lambda) A \cdot \frac{1}{4} \int A(\epsilon + \lambda) A \\
+ \frac{1}{8} \int A(\epsilon + \lambda) A(\epsilon + \lambda) A \cdot \frac{1}{2} \int A + \cdots. \]  

(2.10)

The right-hand side in this equation is easily seen to be the formal product of two series (2.9).

The explicit solution of Eq. (2.8) is

\[ R(t, t_0 ; \lambda) = \frac{R_0(t, t_0)}{1 - \lambda R_0(t, t_0)}, \]  

(2.11)

where

\[ R_0(t, t_0) = R(t, t_0 ; \lambda)|_{\lambda=0}. \]  

(2.12)

It follows from (2.11), that all powers of \( R \) can be expressed in terms of its derivatives

\[ R^{n+1} = \frac{1}{n!} \frac{\partial^n R}{\partial \lambda^n}. \]  

(2.13)

Some additional properties of \( R \) are discussed in the Appendix.
Formula (2.11) can be now used to evaluate coefficient functions $f_n(\Theta)$. To this end let us consider the contour integral representation of an analytic function of $E - 1$:

$$f(E - 1) = \frac{1}{2\pi i} \oint dz \frac{f(z)}{z - E + 1}.$$  \hspace{1cm} (2.14)

On account of (2.11) and (2.6) the evolution operator can be represented as

$$E = \frac{2R_0}{1 - R_0} + 1$$ \hspace{1cm} (2.15)

and the integral (2.14) can be rewritten in the form

$$\oint dz \, f(z) \left[ \frac{1}{z} + \frac{2}{z^2} \frac{R_0}{1 - (1 + 2/z) R_0} \right].$$ \hspace{1cm} (2.16)

The second term can be expressed in a compact form in terms of $R$, and the following formula for $f(E - 1)$ results:

$$f(E - 1) = f_0 + \frac{1}{2\pi i} \oint dz \frac{f(z)}{z^2} 2R(t, t_0 ; 1 + 2/z).$$ \hspace{1cm} (2.17)

In order to obtain the representation (2.1) of $f(E - 1)$, we introduce the expansion (2.4) of $R$ into (2.17) and make use of the identity

$$\frac{2^1-n}{z^n} \left( \epsilon_{n,n-1} + \lambda \right) \cdots \left( \epsilon_{21} + \lambda \right) \bigg|_{\lambda=1+2/z} = \frac{1}{z^{n+1}} (1 + z)^\Theta.$$ \hspace{1cm} (2.18)

The integration over $z$ in (2.2) can be carried out effectively in all cases of physical interest. Several important examples are discussed below.

(a) The Cayley transform $C$ of the evolution operator:

$$C = E - 1 \quad \frac{T}{E + 1} + T,$$ \hspace{1cm} (2.19)

$$f_n(\Theta) = \frac{1}{2\pi i} \oint dz \frac{f(z)}{z^n} (1 + z)^\Theta \frac{1}{2 + z} = (-1)^n \theta^{-1} \frac{1}{2^n}.$$ \hspace{1cm} (2.20)

With the use of the identity

$$(-1)^{n-\theta-1} = \epsilon_{n,n-1} \epsilon_{n-1,n-2} \cdots \epsilon_{21},$$ \hspace{1cm} (2.21)

we can transform the canonical representation of $C$ to the form given by Schwinger (4),

$$C = \frac{1}{2} \int_{t_o}^t dt_1 A(t_1) + \sum_{n=2}^\infty \frac{1}{2^n} \int_{t_o}^t dt_n \cdots \int_{t_o}^t dt_1 \epsilon_{n,n-1} \cdots \epsilon_{21} A(t_n) \cdots A(t_2).$$ \hspace{1cm} (2.22)

We notice also, that $C$ coincides with the initial value $R_0$ of the generating operator.
(b) Arbitrary power $E^\rho$ of the evolution operator ($\rho$ may be real or complex):

$$E^\rho = (1 + T)^\rho,$$

(2.23)

$$f_n(\Theta) = \frac{1}{2\pi i} \oint \frac{dz}{z^{n+1}} (1 + z)^{\Theta + z} = \frac{1}{n!} (\Theta - \rho)(\Theta - \rho - 1) \cdots (\Theta - \rho - n + 1),$$

(2.24)

$$E^\rho = 1 + \sum_{n=1}^{\infty} \frac{1}{n!} \int_{t_0}^{t} dt_n \cdots \int_{t_0}^{t} dt_1 (\Theta + \rho) \cdots (\Theta + \rho - n - 1) A(t_n) \cdots A(t_1).$$

(2.25)

Known expansions for $E$ and $E^{-1}$ are obtained from (2.26) with the use of the identities

$$\frac{1}{n!} (\Theta + 1) \cdots (\Theta - n + 2) = \delta_{\Theta, n-1} = \delta_{n, n-1} \cdots \delta_{2, 1},$$

(2.26)

$$\frac{1}{n!} (\Theta - 1) \cdots (\Theta - n) = (-1)^n \delta_{\Theta, 0} = (-1)^n \theta_{12} \cdots \theta_{1-1, n}.$$

(2.27)

(c) The logarithm $\Omega$ of the evolution operator:

$$E = e^\Omega, \quad \Omega = \ln(1 + T),$$

(2.28)

$$f_n(\Theta) = \frac{1}{2\pi i} \oint \frac{dz}{z^{n+1}} (1 + z)^{\Theta} \ln(1 + z) = (-1)^{n-\Theta-1} \frac{1}{n!} \Theta!(n - \Theta - 1)!.\quad (2.29)$$

The canonical representation of $\Omega$ has the form

$$\Omega = \sum_{n=1}^{\infty} \frac{1}{n!} \int_{t_0}^{t} dt_n \cdots \int_{t_0}^{t} dt_1 (-1)^{n-\Theta-1} \Theta!(n - \Theta - 1)! A(t_n) \cdots A(t_1).$$

(2.30)

In the next section we study the properties of $\Omega$ in some detail.

### III. F-ORDERING OPERATIONS

Since only the symmetric part of the integrand contributes to the $n$-fold integral, we can rewrite the canonical representation (2.1) of $f(E - 1)$ in the following symmetrized form,

$$f(E - 1) = f_0 + \sum_{n=1}^{\infty} \frac{1}{n!} \int_{t_0}^{t} dt_n \cdots \int_{t_0}^{t} dt_1 F(A(t_n) \cdots A(t_1)),\quad (3.1)$$

where

$$F(A(t_n) \cdots A(t_1)) = \sum_{\sigma} f_n(\Theta(t_{i_1}, \ldots, t_{i_n})) A(t_{i_1}) \cdots A(t_{i_n})$$

(3.2)
and the sum is extended over all $n!$ permutations $\pi$ of the indices $i_n, \ldots, i_1$. We call $F(A_n \cdots A_1)$ the $F$-ordered product of operators $A_n, \ldots, A_1$. The simplest examples of $F$-ordered products are well known $T$-ordered (chronological) and $T$-ordered (antichronological) products.

With the use of the same convention, that is adopted for the $T$-ordered products, namely, that the ordering operation is to be performed before the integrations, we can write (3.1) in the form

$$f(E - 1) = f_0 - 1 + F \exp \left( \int_{t_0}^{t} dt_1 A(t_1) \right). \quad (3.3)$$

This formula reduces to (1.7) when, as we had assumed before, $f_0 = 1$.

Due to the symmetry of $F(A(t_n) \cdots A(t_1))$ with respect to $t_n, \ldots, t_1$, we can reduce every integration in (3.1) to the integration over the simplex defined by the inequalities

$$t_n > t_{n-1} > \cdots > t_1; \quad (3.4)$$

$$f(E - 1) = f_0 + \sum_{n=1}^{\infty} \int_{t_0}^{t} dt_n \cdots \int_{t_0}^{t_2} dt_1 F(A(t_n) \cdots A(t_1)). \quad (3.5)$$

When the conditions (3.4) are satisfied, $\Theta(t_n, \ldots, t_1)$ in (3.2) becomes a function of the permutation $\pi$ only. We shall denote this function by $\Theta(\pi)$. Its value is equal to the total number of chronologically ordered neighbors (i.e., $t_k > t_{k-1}$) in the permutation $\pi$,

$$\Theta(\pi) = \Theta(t_n, \ldots, t_1) \quad t_n > t_{n-1} > \cdots > t_1. \quad (3.6)$$

We devote the rest of this section to the study of one important ordering operation: that for the logarithm of $E$. We call the expression (3.2) in this case the $L$-ordered product and we can express it for $t_n > \cdots > t_1$ in the form

$$L(A(t_n) \cdots A(t_1)) = \frac{1}{n!} \sum_{\pi} (-1)^{n-\Theta(\pi)-1} [\Theta(\pi)]! \left[ n - \Theta(\pi) - 1 \right]! A(t_n) \cdots A(t_1). \quad (3.7)$$

For $n = 1, 2, 3, 4, 5$ we obtain

$$L(A_1) = A_1, \quad (3.8a)$$

$$L(A_2 A_1) = \frac{1}{2} (A_2 A_1), \quad (3.8b)$$

$$L(A_3 A_2 A_1) = \frac{1}{6} (\{A_3 A_2 A_1\} + \{A_2 A_1 A_3\} + \{A_1 A_3 A_2\}), \quad (3.8c)$$

$$L(A_4 A_3 A_2 A_1) = \frac{1}{12} (\{A_4 A_3 A_2 A_1\} + \{A_3 A_2 A_4 A_1\} + \{A_2 A_4 A_3 A_1\} + \{A_1 A_2 A_4 A_3\}) + \{A_4 A_2 A_1 A_3\} + \{A_3 A_4 A_1 A_2\}), \quad (3.8d)$$
\[ L(A_5 A_4 A_3 A_2 A_1) = \frac{1}{3!} \left( 3 \{ A_5 A_4 A_3 A_2 A_1 \} + 2 \{ A_5 A_2 A_4 A_3 A_1 \} \right. \\
+ 2 \{ A_5 A_1 A_4 A_2 A_3 \} \left[ A_5 A_4 A_2 A_3 A_1 \right] \\
+ 2 \{ A_4 A_5 A_3 A_1 A_2 \} + 2 \{ A_4 A_3 A_2 A_1 A_5 \} \\
+ \{ A_4 A_1 A_2 A_5 A_3 \} + \{ A_3 A_5 A_4 A_1 A_2 \} \\
+ \{ A_2 A_1 A_5 A_4 A_3 \} + \{ A_2 A_5 A_4 A_1 A_3 \} \\
+ \{ A_2 A_5 A_4 A_3 A_1 \} + \{ A_2 A_4 A_5 A_1 A_3 \} \\
+ \{ A_1 A_6 A_4 A_2 A_3 \} + 2 \{ A_1 A_6 A_2 A_4 A_3 \} \\
+ 2 \{ A_1 A_4 A_5 A_2 A_3 \} + 3 \{ A_1 A_2 A_5 A_4 A_3 \}, \tag{3.8e} \]

where \( A_i = A(t_i) \) and \( \{ \ldots \} \) denotes the multiple commutator,

\[
\{ A_n A_{n-1} \ldots A_1 \} = [A_n, [A_{n-1}, \ldots, [A_2, A_1] \ldots]]. \tag{3.9}
\]

Integrating \( L(A(t_n) \ldots A(t_1)) \) according to the formula (3.5) we obtain the \( n \)th order term in the expansion of \( \Omega \). Lower order terms of this expansion have been calculated in the literature before by iterative methods. Recently, Wilcox (5) carried out this calculation up to \( n = 4 \).

It can be generally proved, that in every order of perturbation theory \( \Omega \) is a linear combination of integrated multiple commutators. This follows either from the Friedrichs theorem (2) or more directly from the differential equation (A.7) for \( \Omega \) derived in the Appendix of this paper. Knowing this multiple commutator structure of \( \Omega \), we can transform the r.h.s. in (3.7), with the use of the Dynkin–Specht–Weaver theorem (2), to the form

\[
L(A(t_n) \ldots A(t_1)) = \frac{1}{n!} \sum_{\pi} (-1)^{n-\Theta(\pi)-1} [\Theta(\pi)]! \left[ n - \Theta(\pi) - 1 \right]! \frac{1}{n} \{ A(t_n) \ldots A(t_1) \}. \tag{3.9}
\]

It is actually this form of \( L \) that we used to evaluate formulae (3.8).

**IV. PHASE OPERATOR AND PHASE SHIFTS**

In this section we apply our results to the quantum scattering theory and we derive an explicit integral expression for the phase shift in an arbitrary order of perturbation theory. Our representation of the logarithm of the evolution operator is expected to be especially useful in this case since all approximate expressions for the phase operator obtained in perturbation theory would lead to unitary evolution operators. No violation of unitarity, often found in ordinary perturbation theory will appear in this method.

For simplicity, we restrict ourselves in this paper to the nonrelativistic quantum mechanics. Applications to relativistic quantum mechanics and field theory will be presented in a separate publication.
Let us consider scattering of a particle with the mass $\mu$ by the static potential $V$. The unitary evolution operator $U(t, t_0)$ in the Dirac representation obeys the equation

$$\frac{\partial}{\partial t} U(t, t_0) = -iV(t) U(t, t_0), \quad (4.1)$$

where

$$V(t) = \int dt V e^{-iH_0 t}$$

and

$$H_0 = \frac{p^2}{2\mu}. \quad (4.3)$$

With the use of the canonical representation (2.1) we can express any function $f$ of the $S$ operator, $S = U(\infty, -\infty)$, in the form

$$f(S - 1) = f_0 + \sum_{n=1}^{\infty} (-i)^n \int dz \frac{dz}{z^{n+1}} f(z) \int_{-\infty}^{\infty} dt_n \cdots \int_{-\infty}^{\infty} dt_1 \times (1 + z\theta_{n,n-1}) \cdots (1 + z\theta_{2,1}) e^{iH_0 t_n} V e^{-iH_0 (t_n - t_{n-1})} V \cdots V e^{-iH_0 t_1}. \quad (4.4)$$

In the formula for the matrix element of $f(S - 1)$, in any representation in which $H_0$ is diagonal, all $t_i$ integrations can be carried out leaving us with the following formula

$$\langle E', \alpha' \mid (f(S - 1) - f_0) \mid E, \alpha \rangle$$

$$= \delta(E - E') \sum_{n=1}^{\infty} (-1)^n \int d\zeta f(1/\zeta) \langle E', \alpha' \mid VG_\zeta(E)V \cdots VG_\zeta(E)V \mid E, \alpha \rangle$$

$$= -\delta(E - E') \int d\zeta f(1/\zeta) \langle E', \alpha' \mid V(1 + G_\zeta(E)V)^{-1} \mid E, \alpha \rangle, \quad (4.5)$$

where

$$G_\zeta(E) = P \frac{1}{H_0 - E} + i\pi(1 + 2\zeta) \delta(H_0 - E) \quad (4.6)$$

and the integration in the $\zeta$-plane is to be carried out along the closed contour obtained by the inversion: $\zeta = 1/z$ from the contour defined before in the complex $z$-plane.

In the simplest case of a spherically symmetric potential we can use the complete set of spherical waves to derive an explicit integral formula for the matrix element (4.5).

We introduce the following notation

$$V_\zeta(E, E') = \langle E, l, m \mid V \mid E', l, m \rangle, \quad (4.7)$$

$$g_\zeta(E - E') = P \frac{1}{E - E'} + i\pi(1 + 2\zeta) \delta(E - E'), \quad (4.8)$$
and use the completeness and orthonormality of the set \( | E, l, m \rangle \),

\[
\sum_{l,m} \int_{0}^{\infty} | E, l, m \rangle \langle E, l, m | = 1, \tag{4.9a}
\]

\[
\langle E, l, m | E', l', m' \rangle = \delta_{ll'} \delta_{mm'} \delta(E - E') \tag{4.9b}
\]

and the relations

\[
V | E, l, m \rangle = \int_{0}^{\infty} dE' \; V_{l}(E, E') | E', l, m \rangle, \tag{4.10}
\]

\[
G_{i}(E') | E, l, m \rangle = g_{i}(E - E') | E, l, m \rangle. \tag{4.11}
\]

Wavefunctions \( \langle x | E, l, m \rangle \) are well known spherical waves

\[
\langle x | E, l, m \rangle = \left( \frac{\mu}{r} \right)^{1/2} J_{l+1/2}(kr) Y_{l}^{m}(\vartheta, \varphi), \tag{4.12}
\]

where

\[
k = (2\mu E)^{1/2}, \tag{4.13}
\]

so that the reduced matrix element \( V_{l}(E, E') \) can be expressed as an integral of \( V(r) \) and Bessel functions,

\[
V_{l}(E, E') = \mu \int_{0}^{\infty} dr J_{l+1/2}(kr) V(r) J_{l+1/2}(k' r). \tag{4.14}
\]

With the help of Eqs. (4.7)-(4.11), we can transform the expression (4.5) to the form

\[
\langle E', l', m' | (f(S - 1) - f_{0}) | E, l, m \rangle
\]

\[
= \delta_{ll'} \delta_{mm'} \delta(E - E') \sum_{n=1}^{\infty} (-1)^{n} \int d\zeta \; f(1/\zeta) \int_{0}^{\infty} dE_{1} \cdots \int_{0}^{\infty} dE_{n-1}
\]

\[
\cdot V_{l}(E, E_{1}) g_{i}(E_{1} - E) V_{l}(E_{2}, E_{3}) \cdots g_{i}(E_{n-1} - E) V_{l}(E_{n-1}, E). \tag{4.15}
\]

The following integral relation between Bessel and Neumann functions (6)

\[
g_{i}(r, r'; E, l) - \frac{d}{dr} \int_{0}^{\infty} dE \; J_{l+1/2}(k_{l} r) g_{i}(E_{1} - E) J_{l+1/2}(k_{l} r')
\]

\[
= - \pi [\theta(r - r') N_{l+1/2}(kr) J_{l+1/2}(kr') + \theta(r' - r) J_{l+1/2}(kr) N_{l+1/2}(kr')
\]

\[
- i(1 + 2\zeta) J_{l+1/2}(kr) J_{l+1/2}(kr')] \tag{4.16}
\]

enables us to express every term in (4.15) as an integral over \( \zeta \) and \( r_{1}, ..., r_{n} \) only.
In order to illustrate this procedure, we use now (4.15) to evaluate the phase shifts. In agreement with the standard definition, we introduce the phase shifts $\delta_i(k)$ through the formulae:

$$\Phi = \frac{1}{2i} \ln S,$$

(4.17)

$$\langle E', l', m' | \Phi | E, l, m \rangle = \delta_{ll'} \delta_{mm'} \delta(E - E') \delta_i(k).$$

(4.18)

From Eqs. (4.15)-(4.18), we obtain

$$\delta_i(k) = \pi \sum_{n=1}^{\infty} (-\mu)^n \frac{1}{2\pi i} \oint d\zeta \ln(1 + 1/\zeta) \int_0^\infty dr_1 r_1 \cdots \int_0^\infty dr_n r_n J_{l+1/2}(kr_1) V(r_1)$$

$$\cdot g_z(r_1, r_2; E, l) V(r_2) \cdots g_z(r_{n-1}, r_n; E, l) V(r_n) J_{l+1/2}(kr_n).$$

(4.19)

It follows from the relation

$$\frac{1}{2\pi i} \oint d\zeta \ln(1 + 1/\zeta)(1 + 2\zeta)^k = \frac{1 + (-1)^k}{2(k + 1)},$$

(4.20)

that all imaginary terms disappear from (4.19), so that $\delta_i(k)$ is real, as it was to be expected.

First two terms of the series (4.19) are

$$\delta_i^{(1)}(k) = -\pi \mu \int_0^\infty dr J_{l+1/2}(kr)^2 V(r),$$

(4.21a)

$$\delta_i^{(2)}(k) = -(-\pi \mu)^2 \int_0^\infty dr_1 r_1 J_{l+1/2}(kr_1) V(r_1) \left[ N_{l+1/2}(kr_1) \right.$$

$$\cdot \int_0^{r_2} dr_2 J_{l+1/2}(kr_2) V(r_2) \left. J_{l+1/2}(kr_1) + J_{l+1/2}(kr_2) \right]$$

$$\cdot \int_0^\infty dr_1 r_1 N_{l+1/2}(kr_1) V(r_1) J_{l+1/2}(kr_1).$$

(4.21b)

The same result is, of course, obtained by solving by iteration the integral equation for the Jost function (7), or by any other iterative method. These methods give, however, an algorithm only, whereas we have an explicit formula in every order of perturbation theory.

To close this section, we apply our formula (4.19) to the scattering by the "surface" potential $V(r) = V_0 \delta(r - r)$. In that case all integrations over $r_i$'s can be immediately carried out. The summation over $n$ and the integration with
respect to \( \zeta \) can also be easily performed. The final expression for the phase shift is:

\[
\delta _{\pi } (k) = \frac{1}{2i} \ln \left( \frac{1 - i \pi \mu r_0 V_0 J_{t+1/2}(kr_0) H^q_{t+1/2}(kr_0)}{1 + i \pi \mu r_0 V_0 J_{t+1/2}(kr_0) H^{(1)}_{t+1/2}(kr_0)} \right),
\]

(4.22)
in agreement with the result obtained from the Jost function.

APPENDIX

We derive here several properties of the resolvent operator \( R \).

First, we notice, that the name resolvent is justified because \( R \) obeys the Hilbert equation for the resolvent operators

\[
R(t, t_0 ; \lambda_1) - R(t, t_0 ; \lambda_2) = (\lambda_1 - \lambda_2) R(t, t_0 ; \lambda_1) R(t, t_0 ; \lambda_2).
\]

(A.1)

This equation follows directly from the expression (2.4) for \( R \).

Next, we derive the differential equation obeyed by \( R \) in the variable \( t \).

Since

\[
E(t, t_0) = 1 + 2R(t, t_0 ; 1),
\]

(A.2)

we can obtain from the Hilbert equation (A.1) an expression for \( R \) in terms of \( E \),

\[
R(t, t_0 ; \lambda) = \frac{E(t, t_0) - 1}{1 + \lambda + (1 - \lambda) E(t, t_0)}.
\]

(A.3)

After differentiating both sides of this equality with respect to \( t \) and using the evolution equation, we obtain

\[
\frac{\partial R}{\partial t} = 2 \frac{1}{1 + \lambda + (1 - \lambda) E} AE \frac{1}{1 + \lambda + (1 - \lambda) E}.
\]

(A.4)

With the use of (A.3) we can rewrite this equation as a differential equation for \( R \),

\[
\frac{\partial}{\partial t} R(t, t_0 ; \lambda) = \frac{1}{2} [1 - (1 - \lambda) R(t, t_0 ; \lambda)] A(t)[1 + (1 + \lambda) R(t, t_0 ; \lambda)].
\]

(A.5)

In three special cases, for \( \lambda = \pm 1 \) and 0, Eq. (A.5) becomes the differential equation for the evolution operator, for its inverse and for its Cayley transform.

\[
\frac{\partial E}{\partial t} = AE,
\]

(A.6a)

\[
\frac{\partial E^{-1}}{\partial t} = -E^{-1} A,
\]

(A.6b)

\[
\frac{\partial C}{\partial t} = \frac{1}{2}(1 - C) A(1 + C).
\]

(A.6c)
Finally, we derive, with the use of (A.5), the following differential equation in the variable $t$ for $\Omega$.

$$\frac{\partial \Omega}{\partial t} = A + \sum_{n=1}^{\infty} \frac{B_n}{n!} [\Omega, \ldots, [\Omega, A] \ldots],$$  
(A.7)

where $B_n$ are the Bernoulli numbers. This equation is most easily derived from the compact formula for $\Omega$,

$$\Omega(t, t_0) = \int_{-1}^{1} d\lambda R(t, t_0 ; \lambda),$$  
(A.8)

which is obtained by an elementary integration from the relation

$$R = \frac{1}{\text{cth} \frac{\Omega}{2} - \lambda}.$$  
(A.9)

When the canonical representation for the resolvent operator is substituted into (A.8) and the integration over $\lambda$ is performed, our previous formula (2.30) for $\Omega$ results.

We integrate now (A.4) with respect to $\lambda$, use (A.8) and change the integration variable $\lambda$ into $\mu = 2 \arctan \lambda$.

In the resulting equation for $\partial\Omega/\partial t$,

$$\frac{\partial \Omega}{\partial t} = \int_{-\infty}^{\infty} d\mu \frac{1}{1 + \exp(\Omega + \mu)} A \frac{1}{1 + \exp(-\Omega - \mu)},$$  
(A.10)

we use twice the integral representation

$$\frac{1}{1 + e^y} = \int_{-\infty}^{\infty} \frac{dx}{2ch\pi x} e^{(ix-1/2)y}$$  
(A.11)

and perform the integration over $\mu$ and one integration over $x$. Eq. (A.10) then takes on the form

$$\frac{\partial \Omega}{\partial t} = \frac{\pi}{2} \int_{-\infty}^{\infty} \frac{dx}{ch^2\pi x} e^{(ix-1/2)\Omega} A e^{-(ix-1/2)\Omega}.$$  
(A.12)

In order to obtain Eq. (A.7), we use the multiple commutator expansion of the product $\exp(z\Omega) A \exp(-z\Omega)$, the formula

$$\frac{\pi}{2} \int_{-\infty}^{\infty} \frac{dx}{ch^2\pi x} e^{(ix-1/2)t} = \frac{t}{e^t - 1}.$$  
(A.13)
and the definition of the Bernoulli numbers $B_n$,

$$\frac{t}{e^t - 1} = \sum_{n=0}^{\infty} B_n \frac{t^n}{n!}.$$  \hspace{1cm} (A.14)

Differential equation (A.7) has been obtained by Magnus (I) by a completely different method.
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